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Abstract

In the era of heavy social media reliance, there is a growing concern about the num-
ber of potential vulnerabilities that we are being exposed to but the most detrimental
of them all are the ones that operate silently without a hint of detection. One such
threat is mis-/dis-information – misinformation being the spread of in-factual in-
formation online and disinformation being the deliberate or intentional spread of
inaccurate information. Current literature, while vast, does little to offer a concrete
approach with which to tackle this problem. Additionally, there is a glaring gap in
our current understanding of typical characteristics of a mis-/dis-information cam-
paign.

In this thesis, we investigate a widely-debated instance of mis-/dis-information cam-
paign during the 2019 Australian elections. We use the 2019 #auspol Twitter data
and analyse it using our novel four-tiered analytical approach that we introduce in
this work. This approach constitutes of looking at the data at four different levels:
content-level, user-level, network-level and diffusion-level. We use the results ob-
tained from this analysis to report on distinguishing features of our chosen instance
of a mis-/dis-information campaign.

At the content level, we find that the result of using sentiment analysis on tweets
yields a higher objectivity score and higher neutral sentiment scores for the cluster
which perpetuates the mis-/dis-information. Using this, we derive that the users
that belong to the cluster which perpetuates the mis-/dis-information tend to have
deliver their message more objectively, and with little trace of positive or negative
emotion, to adopt a false sense of factuality. At the user level, we find that 63% of
all inactive or suspended accounts belong to users that spread mis-/dis-information.
We use this result to infer that a higher proportion of suspended or inactive accounts
is a distinguishing feature of mis-/dis-information cluster.

At the network level, we find that cluster of users that spread mis-/dis-information
have higher centrality measure. From this, we find strongly connected networks
with a high level of inter-connectivity to be a defining characteristic of the mis-/dis-
information campaign. Lastly, investigation into retweeting behaviour reveals that
misinformation cluster users have much faster as well as slower retweeting times
compared to other users. We find that this twofold retweeting behaviour is inorganic
in nature and is an indication of an organised effort at spreading disinformation.
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Chapter 1

Introduction

The last few decades have observed an exponential rise in popularity of social media
consumption ranging from trivial use in ever-day life, such as for communication, to
more consequential usage such as employing social media as a platform to debate
and spread false news about crucial topics such as politics [Bradshaw and Howard,
2018]. There are many advantages of social media ranging from ease of communi-
cation to accessibility. However, less widely considered by the general public, are
the vulnerabilities that we are exposed to as we continue to migrate our identities
online. Our increased reliance on social media leaves room for exploitation of users
and inadvertently provides free real-estate for ill-intentioned actors to operate.

1.1 Motivation

The sheer vastness of social media makes it challenging to monitor and riddle all
the content which is being circulated on these platforms and any potential effort is
hampered by the ever-evolving techniques that are being used to evade detection
by users who intend to misuse this technology. The lack of comprehensive online
content-monitoring capabilities allows for ample opportunity for fictitious informa-
tion to circulate unchecked online [Vraga and Bode, 2018]. This is called misinforma-
tion – the spread of information that is not entirely factual – and it can be observed in
many forms online such as false rumours or fake news [Chen, 2016]. It is important
to note the distinction between misinformation and disinformation – where the latter
is false information that is being purposefully spread to deceive and the former is
false information that is being spread regardless of the intent [Wardle et al., 2018].
Simply put, disinformation is misinformation with the intent to deceive.

The unsupervised spread of mis-/dis-information online is a particularly perturbing
issue as it directly threatens our freedom to make informed decisions and can have
serious impacts on us – including our health and well-being [Bode and Vraga, 2018].
Unchecked spread of mis-/dis-information can be particularly harmful to our society
as it can downplay the seriousness of a situation, thus causing inaction from people
where an immediate response should be taken, and can also exaggerate the criticality
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2 Introduction

of a situation which can cause widespread panic. The spread of mis-/dis-information
on online social media has fast become an issue of growing importance as more and
more parts of our lives and identities continue to migrate online. The severity of
the issue can only be expressed by emphasizing that countries around the world,
including Australia, presently categorise and recognise disinformation as a weapon
of destruction and a threat to democracy.

Now, more than ever, the spread of mis-/dis-information is proving to be a real threat
and not only to our society as a whole but, to us, individually. Regardless of the
incongruity between their rationales, multiple different parties, ranging from gov-
ernments and their cyber-defence units to social media companies such as Facebook
and Twitter, reserve a significant interest in solving this problem [Prier, 2017]. Suc-
cessful detection and characterisation of mis-/dis-information and its spread would
have significant impacts on our online and physical environments – beginning with
safer online social media platforms, the use of which wouldn’t completely compro-
mise our freedom of thought, all the while reducing our level of vulnerability online.
On a more national level, it would also allow detection of potential attacks from
an adversary which, if otherwise undetected, could be a matter of national security
[Kalpokas, 2017; Thomas, 1996]. Furthermore, the findings from this research can be
used to build models that can detect mis-/dis-information in real-time online.

1.2 Research Questions

In the last few years, there has been a growing number of research conducted on
misinformation and disinformation on social media. The majority of this research,
however, is in the context of other countries such as the United States which begs the
question of whether there are instances of mis-/dis-information in the Australian
context and what they might look like.

Despite the amount of literature on the subject, there is no overt agreement within
the research published on the types of analytical tools that should be employed for
the detection of mis-/dis-information [Figueira et al., 2018]. While there is some
overlap in technique, for e.g. a number of papers use content analysis as a tool
to help detect misinformation, the analytical approaches documented for different
papers are all but unique to the authors. For example, research by Gupta et al. [2013]
and Mihaylov et al. [2015] document using account analysis as the primary approach
when looking to categorise mis-/dis-information. On the other hand, Shin et al.
[2018] and McSwiney [2020] focus on content analysis as a tool to observe the spread
of mis-dis/information. We also have the likes of Forelle et al. [2015] who adopt
the information propagation perspective as a method for finding traces of mis-/dis-
information. With the disparity in the analytical approaches, the question that we
can ask then is, what is an all-encompassing analytical method that we can use to
examine these scenarios?
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There is also a noteworthy lack of any readily available theoretical set of features that
can be referred to when looking at identifying any instance as mis-/dis-information.
We can ask, what is a set of characteristics of a mis-/dis-information instance that
can be used to categorise it as such? Furthermore, the current spotlight on social
media leaves little research that has been conducted on the linkage of traditional
media to social media and mis-/dis-information.

We plan to address the above questions by choosing an instance of mis-/dis-information
spread and analysing it with a four-tiered approach detailed in Chapter 3 Section 3.2.
Using this four-tiered approach, we plan to extract a set of features which can then
be generalised and used to identify a mis-/dis-information campaign.

1.3 Thesis Outline

In this thesis, I will present my work over the course of five chapters. In Chapter 2,
I will be covering the background and introducing the existing literature on the sub-
ject. Chapter 3 will detail the dataset that I use for the purposes of this research as
well as the general approach that I take to obtain my results which will be presented
in Chapter 4. Lastly, I will summarise my work and discuss potential extensions to
this research in Chapter 5.
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Chapter 2

Background and Related Work

The literature on the detection of disinformation and misinformation on social me-
dia has been steadily growing in recent years. A significant amount of research has
been conducted on the topic due to its growing relevance and exponential rise of
social media’s popularity over the years. Despite the vast literature, there have been
underlying themes to the research and techniques which we have observed that can
be categorized into: account analysis that we discuss in Section 2.1, content analysis
which is covered in Section 2.2 and information propagation analysis that we elab-
orate on in Section 2.3. We also summarise other relevant works that have taken a
deviating approach from the aforementioned three in Section 2.4.

2.1 Account Analysis

Account analysis is a type of analysis performed on account properties of users –
such as the number of friends or followers – and is one of the most common ap-
proaches to detect disinformation. Gupta et al. [2013] investigated misinformation
on Twitter subsequent to the Boston Marathon Bombings. The authors use regres-
sion to show that the virality of content can be predicted, with an impact metric R2 of
approximately 0.7, given the impact of users who propagate it through the ‘verified’
Twitter feature.

Similarly, Mihaylov et al. [2015] utilize account features of users such as the number
of comments posted and the number of days the user has been on the platform
to find opinion manipulation trolls online. The authors show that they can detect
these trolls online with 93% accuracy when using a combination of all of the account
characteristics of a given user as features for their model.

Shu et al. [2018] attempt to characterize the differences between users who can ac-
curately identify fake news and naive users who cannot. The authors use explicit
(already provided in raw user metadata) and implicit features (not directly provided
like age, gender and personality) of a user profile to characterize these differences.
The paper finds that older people are more likely to trust fake news and more male
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6 Background and Related Work

users engage in news consumption on social media. The results also show that users
that are extroverts and friendly are more likely to trust real news.

Rizoiu et al. [2018] explore the role social bots play in manipulation public opinion
and attempts to characterize the influence of these bots. The paper models the la-
tent diffusion structure of the tweets using user account features and tweet times.
The paper finds that social bots on Twitter are not only more active but also more
influential and politically engaged than humans.

This work vs. prior literature. The above works all utilise different forms of account
analysis such as exclusively either account features such as friends/followers count
or number of comments posted by an account.However, our work differs from these
in several ways. In this work, we combine a range of loosely-related features such
as account activity/inactivity as well as friends/followers count and status counts.
Whereas while some of these works attempt to use a combination of account charac-
teristics for their analysis, there is still room for addition of further depth and com-
plexity in the analysis as the combination of features used are all one-dimensional
and strongly correlated (in the realm of count of followers or account creation) [Mi-
haylov et al., 2015]. This is the phenomenon that we attempt to capture in our version
of the account analysis.

2.2 Content Analysis

Content analysis is another popular approach taken to detect misinformation and is
done through analysing the actual content and sentiment of the news which is being
propagated. Shin et al. [2018] explore the diffusion of misinformation on social me-
dia through focusing on three main components – one of which is content mutation.
The authors monitor 17 political rumours through their life cycle that circulated on
Twitter during the 2012 US Presidential elections. The authors determine that misin-
formation resurges numerous times, accompanied by textual changes in the content,
subsequent to its initial creation whereas facts or true rumours do not.

McSwiney [2020] looks at social networks and digital organization of the far-right
parties at the 2019 elections. McSwiney approaches this through analysing the con-
tent of four far-right Australian parties: Pauline Hanson’s One Nation (PHON),
Fraser Anning’s Conservative National Party (FACNP), Yellow Vest Alliance (YVA)
and United Australia Party (UAP). The paper also maps these parties’ relationships
to the far-right actors on Facebook as well as Twitter and focuses on how these polit-
ical parties communicate, mobilize and recruit.

This work vs. prior literature. Both the works summarised above use two different
forms of content analysis – sentiment and content mutation analysis in the case of
former paper, and qualitative content analysis for the latter. The narrow focus of the
techniques used in both these works could be improved by making use of a broader
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range of content analysis tools in conjunction. In this work, we combine tools such
as sentiment analysis and qualitative content analysis through generation of word
clouds, for both textual and hashtag components of a tweet, to achieve the desired
overlap that these works are otherwise lacking.

2.3 Information Propagation Analysis

There is a considerable amount of research that employs information propagation as
a tool to detect misinformation. The scope of information propagation analysis is
not just limited to observing how information travels but also how it diffuses which
can include consideration of temporal qualities of fake news’ journey. Starbird et al.
[2014] investigate whether misinformation can be corrected through crowd sourced
information flows in the context of the Boston Marathon Bombings. The paper looks,
in particular, at 3 rumours that spread on Twitter and the temporal pattern of their
tweets. The authors find that for some of the rumours, misinformation continued to
propagate long after its correction phased out.

Forelle et al. [2015] explore the role of political bots in Venezuelan politics and ma-
nipulation of public opinion. The paper does this through analysing tweeting, fol-
lowing and retweeting patterns of prominent Venezuelan politicians and prominent
Venezuelan bots. The paper finds that the bots themselves only create a small pro-
portion of traffic about Venezuelan politics. The more interesting find, as discussed
by the paper, is that these bots were utilised to retweet messages from Venezuelan
politicians.

Bovet et al. [2018] attempt to characterise networks of information flow as well as in-
fluential spreaders of fake news on Twitter during the 2016 US presidential elections.
The paper, in particular, documents finding that the influential spreaders that spread
center and left leaning news have a big influence on Clinton supporters’ activity. The
paper also finds that the activity of Trump supporters influences the dynamics of the
top fake news spreaders.

This work vs. prior literature. There are a wide set of techniques that are used
in these works that possess the potential to meaningfully contribute to information
propagation analysis. The advantage our research has is that it uses these tools, such
as retweeting behaviour and diffusion cascades, in combination to extract a broader
and deeper range of findings from the data.

2.4 Other works

Some other works that are relevant but approach the problem in a unique way are:
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Allcott and Gentzkow [2017] look at fake news spread during the 2016 presidential
elections in the US. The aim of this paper was to investigate and provide evidence
to the theory that fake news was a significant factor in Trump’s victory in the pres-
idential elections. The paper investigates how attributes such as education, age and
total media consumption are strongly related to more accurate beliefs about whether
a news headline is true or false. The authors claim that the users remembered, on
average, at least one or more fake news during the election period. The paper also
finds that the users were exposed to more pro-Trump news compared to the pro-
Clinton articles. Lastly, the authors claim that a carefully socially engineered fake
news article could achieve a bigger impact than a TV ad campaign.

Del Vicario et al. [2016] look at how misinformation spreads online through Facebook
through studying user consumption of two very distinctive narratives: scientific and
conspiracy news. The authors find that the consumption patterns of consumers of
scientific and conspiracy news are somewhat similar. However, they also find that the
cascade dynamics of the two narratives differ. The paper offers ’selective exposure’ to
the content as the principal driver of content diffusion and generator of homogeneous
clusters which are also called echo chambers. Lastly, the paper shows homogeneity
and polarization to be the main determinants for prediction of cascade sizes.

Quattrociocchi et al. [2011] focus on the Italian political campaign in 2008. The goal
of the paper was to introduce a socio-computational model of opinion dynamics
where agents are informed by different sources of information: agents can access
one of the information sources like experts and media or by exchanging information
with another agent. The agents also possess the cognitive mechanisms to accept,
partially accept or reject the information that they acquired. The paper finds that the
agents that were more or less likely to exchange their opinion with another agent are
also exposed to information from central media. The paper also claims that when
misinformation is spread by central media, peer-to-peer communication can reduce
the effect of informational cheating until the broadcast reaches half the population.
The paper also finds that when a proportion of population is not reached by media or
experts and is only privy to peer-to-peer communication, the opinions of agents do
not converge on the narrative/content spread by the media. Finally, the authors claim
that the impact of peer-to-peer communication could hinder informational cheating
and corruption.

2.5 Summary

Overall, a significant amount of literature exists on misinformation on social media
accompanied by a plethora of diverse techniques to detect it. However, some of the
most common techniques include analysis on the basis of user accounts, content of
the messages and the propagation of information. These techniques, by themselves
or in combination with each other, are shaping the direction in which detection of



§2.5 Summary 9

misinformation online is headed. The difference between the existing literature and
our research is that instead of focusing on the data with one type of lens, be it
content, account or information propagation, We collectively use each one of these
overarching techniques to draw meaningful conclusions from the data. Mishra et al.
[2018]; Rizoiu and Xie [2017]; Kong et al. [2018]; Dawson et al. [2019]; Wu et al.
[2019]; Zhang et al. [2020]; Rizoiu et al. [2016]; Rizoiu and Velcin [2011]; Unwin et al.
[2021]; Mihaita et al. [2019c]; Kong et al. [2020]; Mihaita et al. [2019b]; Wu et al. [2020]
Mihaita et al. [2019a]; Wen et al. [2018]; Mihăiţă et al. [2017]; Monticolo and Mihăiţă
[2014]; Mihaita et al. [2020a, 2018]; Mihăiţă and Mocanu [2011]; Mao et al. [2019];
Shafiei et al. [2022]; Issa et al. [2014]; Shafiei et al. [2020]; Mihăiţă et al. [2014] Grigorev
et al. [2022b]; Shafiei et al. [2022]; Mao et al. [2022]; Wen et al. [2018]; Grigorev et al.
[2022a]; Aboufarw et al. [2022]; Zhao et al. [2022]; Mihaita et al. [2020a,b]; Shafiei
et al. [2020]; Mao et al. [2019]; Shaffiei et al. [2019]
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Chapter 3

Design and Implementation

In this chapter, we will introduce the dataset that we use for our analysis in Sec-
tion 3.1. We will also discuss the overall approach that is taken and the four types of
analysis we perform on the data in Section 3.2. This approach will be discussed in
further detail in Chapter 4.

3.1 Dataset

The dataset that we use was collected by a team of researchers at the Australian
National University (ANU) during the 2019 Australian elections. Note that the col-
lection of data occurred prior to my commencement on this research and as such,
I had no contributions to the #auspol data collection. The data was sourced from
Twitter using the streaming API and filtered using the query ‘’#auspol’. The result
of this query was a dataset of tweets that contained ’auspol’ in either the hashtags,
or inside the text. The tweets were stored in form of a collection of JSON objects –
with the dataset consisting of over 17 million tweets. Each tweet’s characteristics are
stored within a single JSON object – with information such as author, timestamp,
hashtags and description included as fields within each entry.

Figure 3.1: JSON tweet example

11
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Ranking
Sample size: n = 2000

Hashtag Frequency

1 auspol 630
2 qt 204
3 adshame 22
4 nswpol 19
5 livesheepexports 18
6 lnp 15
7 lnpfail 12
8 morrison 12
9 nauru 12
10 idpwd2018 10

Table 3.1: 10 Most frequent hashtags in first 2000 samples of #auspol dataset

An example of a JSON tweet object is as shown in Figure 3.1. We can see that there are
multiple attributes of the tweet object that are captured here ranging from hashtags
to retweet count – which is a count of the number of times the particular tweet has
been retweeted. For tweets that are simply retweets of another tweet, there is a field
called the ‘retweeted_status’ which points to the tweet id of the original tweet. One
of the most important fields here is the ‘user’ field which tells us who has posted the
tweet, and this allows us to map interactions between users.

Table 3.1 provides a good snapshot of the ten most frequent hashtags in the #auspol
data. Note, this is only calculated for an arbitrary size of 2000 tweets, a decision mo-
tivated by computational difficulty encountered when parsing the massive #auspol
dataset of 17 million tweets. From Table 3.1, we can see that the three most frequently
used hashtags in the first 2000 tweets are ’auspol’, ’qt’ and ’adshame’.

Alongside the #auspol data, the ANU researchers also crawled Twitter to obtain in-
formation about the users that were involved in the #auspol discussion and this user
dataset is integral to our research. The user dataset was originally of approximate
size 11 million – prior to filtering which is used to find relevant users that were
involved in the death tax debate. This dataset contains information pertaining to
these users’ accounts such as the number of followers and friends, the username and
screen name as shown in Figure 3.2.

3.2 Method

To find a complete case study to analyse, discussions of which are also present in the
Twitter data we extracted, we first look at five instances of online spread of misinfor-
mation/disinformation in the context of the 2019 Australian elections. We apply an
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Figure 3.2: A snapshot of user data

ethnographic approach and for each of the instance, deep-dive into the discussions
surrounding them on Twitter as well as traditional media like news articles. Next, we
extract the relevant tweets from the #auspol dataset and transform the dataset that
we filter into a form described in Section 4.2, such as a graph or a network, which
can be functionally utilised to perform analysis on.

The novel contribution of this research is how we conduct analysis on the dataset.
We take a four-faceted approach of analysis which allows us to gain a deeper under-
standing of the data through investigating it with a multi-dimensional lens. We use
four types of analysis, what we call the four-cornerstones of analysis of this research,
to extract features of our chosen instance. These are:

1. Content Analysis – The analysis we perform on the content of the dataset which
begins with identifying the narratives that exist in our data. Other components
of this analysis include generating text and hashtag word clouds for each side
of the debate and performing sentiment analysis on the tweets. This is covered
in more detail in Section 4.3.1.

2. User Analysis – The analysis we perform on the users within our dataset –
where we investigate further into each user’s account activity and character-
istics as well as identify opinion leaders of the chosen case study. Refer to
Section 4.3.2

3. Network Analysis – This is a network-level examination into how the network
of users is organised and connected through computing centrality measures,
such as in-degree, betweenness, closeness and eigenvector, and triads for the
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network. See Section 4.3.3.

4. Diffusion Analysis – For this type of analysis, we look at diffusion patterns such
as traction gained by the mis-/dis-information campaign, retweeting behaviour
and information cascade sizes. The results and findings of this analysis can be
found in Section 4.3.4.

We use each of these four perspectives to deep-dive into the chosen instance to get
results that help characterise the spread of misinformation in the scenario. We also
link the coverage of this instance on traditional media to its commentary on social
media and, in particular, Twitter.

3.3 Summary

In this chapter, we introduce the #auspol dataset that we use to perform analysis
on in Section 3.1. We present the structure of each tweet object – where it is stored
as a JSON object with associated attributes such as user who posted the tweet, the
timestamp, description, hashtags, etc. We detail how this Twitter data was obtained
by a team of ANU researchers through the use of the streaming API using queries
such as ’auspol’. We also introduce another dataset which constitutes of account
information of users whose tweets were a part of the result of the streaming API
query.

In Section 3.2, we elaborate on the general approach that is taken to conduct our
forensic analysis on the data where we begin by choosing an instance of online mis-
information spread. We introduce the four-cornerstones of analysis approach that
we take to examine the instance which are: content analysis, user analysis, network
analysis and diffusion analysis. Lastly, we discuss linking the coverage of the chosen
instance on traditional media to that of social media.



Chapter 4

Results

In this chapter, in 4.1 we start by identifying a list of cases of attempted opinion
manipulation on social media and deep-diving into one such instance. Next, in 4.2,
We will be presenting how we transform the dataset to a form that we can perform
analysis on. In 4.3, we will be relying on our four cornerstones of analysis, as outlined
in 3, to forensically analyse one the instances – the #deathtax. We will also present
and discuss results of performing each types of analysis on the case study. Lastly, we
will be linking the coverage of this instance on traditional media to social media in
4.4.

4.1 Instances of online mis-/dis-information

To investigate the spread of misinformation on social media, we begin by construct-
ing a list of instances of opinion manipulation and misinformation campaigns during
the 2019 Australian Elections. We take an ethnographic approach and find articles
on traditional media that discuss the stories and misinformation that garnered a
significant amount of interest from the Australian people.

Each case of misinformation campaign is analysed to observe how the misinforma-
tion was spread to Australian residents and format in which it was carried out. We
construct a criteria to evaluate which instance to investigate as the case study. The
first criterion we consider, when looking at these instances of opinion manipulation,
is the amount of traction that each campaign gained. The second criterion we look
at is the delivery of the misinformation in each case to its target audience. The last
criterion is formulated around whether the discussion of the misinformation was a
balanced argument.

We present the following instances of online opinion manipulation we uncover in the
following subsections:

• 4.1.1 – Misleading signs: Misleading signs in the Chinese language, in the of-
ficial colours of the Australian Electoral Commission (AEC), were placed close

15
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(a) Picture of one of the mis-
leading signs

(b) Twitter coverage of the
misleading signs instance

(c) Traditional media coverage
of misleading signs instance

Figure 4.1: Evidence of misleading signs instance

to election booths on the election day by the Liberal National Party.

• 4.1.2 – Stop Adani: A strategically cropped photo of Bill Shorten holding a
#StopAdani sign was advertised publicly on a billboard in Queensland.

• 4.1.3 – Increased age pension: Warren Mundine promises an increase in Age
Pension as a part of his campaign but this would only be true due to indexation.

• 4.1.4 – Frydenberg’s coup: GetUp’s Oosting spreading rumours about Fryden-
berg being involved in the coup against Turnbull in GetUp’s official magazine
guides.

• 4.1.5 – Death tax: A misinformation campaign about Australian Labour Party
introducing an inheritance tax.

4.1.1 Misleading Election Signs

There were reports of signs in the Chinese language being displayed in Chisholm by
the Liberal National Party misleadingly instructing that the "correct way" to vote was
to put a 1 next to the Liberal candidate and number the rest in order of preference
(4.1(a)). Furthermore, the signs were designed to be white and purple – a similar
colour scheme to that of the Australian Electoral Commission (AEC).

There were multiple tweets of pictures of these signs posted on Twitter on the election
day as can be seen in 4.1(b). Multiple media articles were published on the topic – an
example is an article by The Guardian in 4.1(c). We decide not to proceed with this
particular instance of misinformation because while part of the discussion is accessi-
ble online, the spread of the misinformation was not through online channels – and
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(a) Twitter coverage of #StopAdani instance (b) Traditional media coverage of #StopAdani in-
stance

Figure 4.2: Evidence of #StopAdani instance

instead this was spread through physical signs in some location – which would not
allow for a thorough online analysis due to existence of some off-line components.

4.1.2 Stop Adani Billboard

It was alleged that the Morrison government displayed a billboard in Queensland
which strategically shows Bill Shorten holding a ’#STOP ADANI’ poster. Adani is a
mining company that has been looking to mine and burn coal which this has been
a subject of a politically-charged debate, particularly in Queensland. It was revealed
that the image of Bill Shorten holding that sign was, in fact, doctored and was used
to spread misinformation.

A debate around Liberal party’s effort to undermine Bill Shorten was carried out
on Twitter and an example of a tweet can be seen in 4.2(a). 4.2(b) is an example of
an article that was published on this subject. We decide not to proceed with this
instance of misinformation for a similar reason to the ’Chinese Signs’ – the principal
part of the misinformation campaign was carried out off-line and so it would be hard
to fully encapsulate this instance online.
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(a) Twittter coverage of the Increased Age Pension
instance

(b) Traditional media coverage of the Increased Age
Pension instance

Figure 4.3: Evidence of Increased Age Pension instance

(a) Twitter coverage of Frydenberg’s Coup instance (b) Traditional media coverage of Frydenberg’s
Coup instance

Figure 4.4: Evidence of Frydenberg’s Coup instance

4.1.3 Increased Age Pension

Another case of misleading information being spread during the 2019 Australian
Elections was Warren Mundine’s campaign advertisement on the side of a vehicle
alleging that he will increase age pension. This was later corrected by the Prime
Minister Scott Morrison who stated that the allegation would be correct, and not
because of Mundine, but because of indexation.

As expected, there was a discussion about Mundine’s claim on Twitter (see: 4.3(a)).
This incident was also captured by an article released by Buzzfeed, refer to 4.3(b),
which briefly discussed the misleading information. Similar to the previous two
cases, this mis-/dis-information in this instance was spread with the use of off-line
tools – disallowing full encapsulation of the instance and its context online.

4.1.4 Frydenberg’s Coup

Paul Oosting, who is the boss of GetUp Australia, a self-labelled progressive internet
activist group, defended his group’s comments implicating Josh Frydenberg in the
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(a) Twitter coverage of Death tax instance (b) Traditional media coverage of Death tax in-
stance

Figure 4.5: Evidence of Death tax instance

coup against Malcolm Turnbull on an interview on a Melbourne radio station. 4.4(a)
is an example of a tweet that was posted on Twitter about Oosting’s unsubstantiated
claims. There were a few articles that also covered this story and an example of one
can be seen in 4.4(b). We choose not to pick this instance for our analysis as, despite
the fact that in this scenario, the misinformation was spread through media, the
debate on Twitter was not a balanced one – with mostly users correcting Oosting’s
mistake.

4.1.5 Death tax

This misinformation campaign was widely known and circulated during the election
period in 2019. The misinformation campaign stated that the Australian Labor Party
(ALP) was going to introduce a sizeable tax called the ’death tax’ – which is another
term for tax the taxable component of any benefits or assets that a beneficiary might
inherit when someone, who has them listed as a beneficiary or dependent, passes
away.

We find that the entirety of the discussion about #DeathTax took place on online
social media platforms such as Twitter, refer to 4.5(a) and Facebook. Furthermore,
we find that the #DeathTax discussion was a balanced one – with significantly vocal
opposite parties. Additionally, there was a lot of coverage by articles and news
programs on this debate – for example in 4.5(b). We arrive at the conclusion that
the most suited and interesting misinformation campaign is the #DeathTax. Hence,
all of the forthcoming analysis is conducted through the #DeathTax case study and
dataset.
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4.2 Dataset: from #auspol to #deathtax & the Retweet Net-
work

To make the data #DeathTax-centric, we filter the original #auspol dataset with the
hashtags: #deathtax and #inheritancetax to obtain a subset of tweets that were in-
volved in the death tax discussion on Twitter during, and leading up to, the election
period. Furthermore, to account for cases where users might not have tagged their
tweet with the appropriate hashtag, we also filter through the content of the tweets
for keywords such as: ’death tax’ and ’inheritance’. Subsequent to filtering, we ob-
tain our #DeathTax dataset of size 30,234 of only relevant tweets that were published
by 14,621 users.

We also build the diffusion cascade dataset that is used to analyse diffusion patterns
of the #deathtax tweets. The Twitter cascade data we use is the diffusion cascade
of online content such as tweets. A single cascade in the data consists of an initial
tweet and all of its retweets. The data is structured according to relative times of
the retweets to their initial tweet. The largest cascade from this dataset is of size
1429 and is started by the user ‘twitter-user-150856088’ @Bowenchris. The smallest
cascade size of the dataset is 1, also the most common cascade size, and there were
1575 instances of this in the dataset. Accompanying this dataset is another which
contains information about the URLs that were linked or referenced in any of the
death tax tweets. We find that there were over 200,000 links referenced within the
death tax tweets.

From the #deathtax tweets and their authors, we build a retweet graph which is a
network representing interaction and endorsements between users as seen in 4.6. To
build this network, we use the #deathtax data to establish a list of retweeters of every
user in the dataset. Importing this data into Gephi – a graph drawing platform –
yields a set of nodes and edges. To obtain 4.6, we use ’Yifan Hu’ – one of the many
inbuilt layout functionalities that Gephi offers. Yifan Hu is a type of forced-directed
algorithm which attempts to find optimal placement of nodes and edges in a network
by modelling forces between them which minimises the number of crossing edges.
As this was not the main focus of our thesis, we will not discuss this in further detail.
However, interested readers can refer to ‘Efficient, high-quality force-directed graph
drawing’ by Hu [2005].

In this graph, we have nodes that represent the users and edges that represent the
retweeting interaction. The edges are directed to signify the retweeter-retweetee rela-
tionship with the source node of an edge representing the user who is retweeting and
the target node representing the user who is being retweeted. Note, in this graph, the
node size is representative of a user’s follower count. Looking at this graph, we find
that the network has three main components. The first component is the massive
cluster of users on the left. The second is the cluster of users on the right side of
the figure. Lastly, the third component is the nodes or users who do not retweet and
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Figure 4.6: Mapping user interaction between Twitter users
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Figure 4.7: Communities of users detected in the network where each colour denotes
a different community
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are not retweeted by any other user and these nodes can be found in the circle on
the outskirts of the two main clusters. To focus on the two main cluster and remove
noise, we decide to disregard the disconnected nodes – i.e. disregard users who did
not retweet or were not retweeted by anyone.

Running Gephi’s clustering algorithm on the network in 4.6 yields 4.7. The clustering
algorithm essentially looks for nodes in the network that are more densely connect
in comparison to the rest. Each community detected by this algorithm within the
network is represented by a unique colour. We can note here the distinction in our
usage of the terms cluster and community. In our context, a cluster refers to one of
the two main components which we can see in 4.6. A community refers to a group
of users indicated by a colour in 4.7. In our instance, one or more communities can
exist within a cluster.

The algorithm operates in two stages with the first stage is to detect the communities
within the network. In this stage, the algorithm evaluates modularity gain of a node
and each of its neighbours that would be achieved if they were grouped in a commu-
nity together. In this context, the modularity is defined as the value that measures
the density of links within the communities as opposed to between communities.

The community for which the gain is maximum is the community which the node
would belong to. This evaluation is repeated for each node and its neighbours until
no improvement is observed. The second stage of the algorithms involves building a
new network where the nodes represent that communities that were detected by the
algorithm in the previous stage. The algorithm calculates the link weights between
the nodes by computing the weighted sum of the links between the nodes belonging
to the two communities which represent the two nodes Blondel et al. [2008].

From 4.7, we can see that out of the two distinct clusters, the one on the left consti-
tutes of many smaller communities, however, the cluster on the right is made up of
one big community. We also find that the left cluster is more densely packed with
nodes in their respective communities. On the other hand, right cluster has densely
packed nodes within the main cluster.

4.3 Analysis

We perform four types of analysis on the interaction network, that we introduced
in 4.2, which are: content, user, network and diffusion. The purpose of each of
these facets is to be able to explore and characterise the network we have built from
a different angles which would aid in knitting a bigger picture that would give us
holistic insight into the spread of misinformation in this case study.
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(a) (b)

Figure 4.8: Examples of tweets from the left cluster

(a) (b)

Figure 4.9: Examples of tweets from the right cluster

4.3.1 Content analysis

The first type of analysis we perform is content analysis where we examine the core
differences in narratives of each of the two clusters that we identified in 4.2. We begin
by looking through some of the tweets that have been posted by the users from each
cluster.

4.3.1.1 Examples of Tweets

Left Cluster. 4.8(a) and 4.8(b) are examples of tweets from the left cluster in 4.7. We
can see that both these tweets are trying to debunk the myth about the #deathtax
misinformation campaign.

Right Cluster. On the other hand, 4.9(a) and 4.9(b) are examples of tweets from
the right cluster. Both of these demonstrate an overt attempt at perpetuating the
#deathtax campaign.

Insights. We can see from above examples that the left cluster is a community of
users who are actively trying to debunk the #deathtax myth and the right cluster is a
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community of users who are spreading the misinformation. We will call the former
cluster the debunking cluster and the right cluster, the misinformation cluster. So,
we find that that our network consists of two clusters of opposing narratives about
the issue in question.

4.3.1.2 Text and Hashtag word clouds

To capture the essence of the messages that each of the debunking and misinforma-
tion cluster was spreading, we decide to investigate the word frequency use within
tweets from each cluster. Note, we only look at original tweets and disregard all
retweets that do not have further caption or text added to the original tweet. To vi-
sually represent this, we create word clouds of both the textual and hashtag aspects
of a tweet. we will first examine the tweet content word clouds for each cluster.

Text (Tweet) Word Clouds

To obtain the word clouds for each cluster, we extract the text from all of the #death-
tax tweets from all the users from each cluster. Next, we perform data pre-processing
– where we remove punctuation, stop words (commonly used words such as ’and’,
’the’, ’a’, etc.) – as well as ensure that the text case across the tweets is uniform.
Then, utilising the WordCloud library in python, we generate a word cloud for each
cluster. The results are as depicted in 4.10 and 4.11.

Debunking Cluster. The text word cloud for the debunking cluster reveals that the
one of the most frequent phrases in the tweets from users belonging to the debunk-
ing cluster is ’death tax’ or ’inheritance tax’ which is expected. The more interesting
finding is that some of the other frequently used phrases/words are ’lie’, ’scare cam-
paign’ and fake news’.

Misinformation Cluster. Similar to debunking cluster, one of the most frequent
phrases used in the tweets of users belonging to the misinformation cluster is ’death
tax’ and ’inheritance tax’. But again, the more interesting result is that the users
within this cluster frequently mention other politically and environmentally driven
topics such as ’defence funding’ and ’ban coal’.

Insights. Comparing the two text word clouds, we can see that the tone of the
words and phrases in the word cloud of the misinformation cluster is coarser than
that of the debunking cluster – for example ’death duties’. Additionally, we find that
the debunking cluster narrative and usage of words is centered around spreading
the facts about the #deathtax myth. On the contrary, the misinformation cluster’s
word cloud reflects the brutality of the messages they are attempting to spread in
their tone.
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Figure 4.10: Word cloud representing tweets from the debunking cluster

Figure 4.11: Word cloud representing tweets from the misinformation cluster
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Figure 4.12: Word cloud representing hashtags from the debunking cluster

From 4.11, we can also take notice that the misinformation cluster users interleave
discussions or mentions of other political and controversial issues within their deliv-
ery of their #deathtax narrative. A possible explanation is that the misinformation
cluster users attempt to leverage the already existing bias and controversy around
these other issues when tweeting about the death tax to present a more convincing
argument.

Hashtag Word Clouds

We repeat the same process for the hashtag word clouds that we followed for the
text word clouds. The sole difference between the two is that we only consider the
hashtags used by each cluster for each tweet. The purpose of analysing the hashtags
separately is tied closely to how tweets garner traction on Twitter – it is generally the
usage of hashtags that allows for virality to occur. Hence, to fully comprehend how
the spread of these narratives differs, it is important to compare the usage of their
associated hashtags.

Debunking Cluster. The debunking cluster’s hashtag word cloud resembles closely
the tone of its text word cloud – with, unsurprisingly, the most frequently used
hashtags being #auspol and #ausvotes. However, some of the other hashtags used by
the cluster are also #fakenews and #afternoonbriefing.

Misinformation Cluster. The misinformation cluster’s hashtag word cloud also
resembles closely its text word cloud. Unlike the debunking cluster, the most fre-
quently used hashtags alongside #auspol is #deathtax by the users who belong to the
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Figure 4.13: Word cloud representing hashtags from the misinformation cluster

misinformation cluster. Some other hashtags used by the users within this cluster
are ’skynews’, ’abc’ and ’9today’.

Insights. It is interesting to observe the difference in how the two clusters are
tagging and spreading these messages. Misinformation cluster’s excessive use of
#deathtax provides a glimpse into the narrative that they are attempting to paint for
wider Australia and it is a narrative which is designed to scare the lesser informed
Australians into making misinformed political decisions.

Studying 4.13 yields that quite a few of the media outlets are used as hashtags by
these users. Hashtags on Twitter, allow for tweets to reach a wider audience who
want to follow certain topics [Bruns and Burgess, 2011]. By tagging widely-followed
and popular media sources, misinformation cluster users are attempting to reach as
wide an audience as possible.

Summary. To summarise, examining the tweet and hashtag word clouds of the
two clusters reveals that the misinformation cluster users tend to embed mentions of
other politically-charged issues when discussing their narrative. Furthermore, these
users also attempt to signpost their tweets with a plethora of news source outlets in
order to spread their narrative as widely as possible.

4.3.1.3 Sentiment analysis

Sentiment analysis, a tool which is often used in data science, is a type of analysis
which can be used to extract the underlying sentiment of text. Also known as opin-
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Debunking Cluster Misinformation Cluster

Negative Score 0.235 0.219

Neutral Score 0.660 0.659

Positive Score 0.104 0.122

Compound -1.0 -1.0

Table 4.1: Distribution of sentiment scores using VADER

ion mining, this tool can employed to examine text-based data and determine if the
subliminal tone of the text is negative, neutral or positive. To perform sentiment anal-
ysis on the #deathtax dataset, we prepare the data by extracting the textual content
of all the tweets from each cluster. To ensure higher accuracy results and filtering
of noise, we pre-process the data by removing any punctuation and stop words and
create one dataset per cluster – constituting of the original tweets in each cluster in
addition to their retweets.

We begin by combining the tweets into one string object for each cluster to get an
general understanding of the overall sentiment of each community.

VADER. Valence Aware Dictionary and sEntiment Reasoner (VADER) is a lexicon
and rule-based model which relies on a dictionary that maps words to sentiment
scores which are then used to evaluate the sentiment and polarity of some text [Hutto
and Gilbert, 2014]. There are multiple python libraries that enable support for senti-
ment analysis using the VADER model and we explore two in detail for this research:
‘NLTK’ and ‘TextBlob’. The rationale behind choosing these two is that they are more
widely-used for National Language Processing (NLP) and provide functionality to
assess emotion as well as subjectivity, in case of TextBlob, of a text.

NLTK. There are multiple tools available within the NLTK in python that can
be used in this instance, however, the tool which we use from the package is the
’demo_vader_instance’ tool within the VADER module. This is useful for determin-
ing the sentiment distribution of a text. The results from this tool take form of four
component scores: negative, neutral, positive and compound. The scores for neg-
ative, neutral and positive components indicate the proportion of text that is cate-
gorised as being negative, neutral or positive in sentiment. These three scores should
sum up to 1. The compound score is an aggregated score – sum of each word’s va-
lence score. A compound score closer to 1 indicates a higher positive sentiment in
the text and -1 indicates extremely negative sentiment.

The results of using this tool on the one massive string object for each cluster are
documented in 4.1. From this table, we can see that VADER sentiment distribution
scores for both the clusters are very similar. VADER recognises the content from
the debunking cluster to be more negative, more neutral but less positive than the
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Debunking Cluster Misinformation Cluster

Polarity Score -0.0330 -0.0002

Subjectivity Score 0.5061 0.5013

Table 4.2: Polarity and Subjectivity scores using TextBlob

misinformation cluster. The compound scores for both are the exact same which can
be interpreted as VADER categorising the content from both clusters as ’extremely
negative’.

TextBlob. TextBlob is a module built on the NLTK package. TextBlob analyser is
trained using words from product reviews and it operates by considering the ’inten-
sity’ of each word in the text and individually assigning them scores. These scores
are later aggregated to determine an overall score for the polarity and subjectivity
of the text. TextBlob is particularly useful when wanting to determine the general
polarity and subjectivity of some text. Polarity is expressed as a fractional number
between -1 and 1 – where a polarity of -1 represents only negative sentiment, 0 rep-
resents neutral sentiment and 1 represents entirely positive sentiment. Subjectivity
of a text is expressed as a fractional number between 0 and 1 – where a subjectivity
score of 0 represents complete objectivity and a score of 1 indicates that the text is
not factual, and instead, more an opinion.

Similar to ’demo_vader_instance’, the data fed into the TextBlob analyser is the one
string object that concatenates every tweet from each cluster. The results of this tool
can be found in 4.2. We can see that the TextBlob analyser assigns a slightly more
negative score to the tweets in the debunking cluster than the misinformation cluster,
however, it is worth noting that the two scores are very close in proximity. TextBlob
determines the debunking cluster content to be slightly more subjective than the
tweets from the misinformation cluster. The higher objectivity score of the misin-
formation cluster calls attention to the fact that the users belonging to this cluster
attempt to present their narrative more objectively – all the whilst masking the very
subjective nature of the in-factual information they are perpetuating. Conversely,
the debunking cluster users are more organic in their expression of their narrative
and hence, are categorised as being more subjective. From these findings, we can
gather that the misinformation cluster users are more organised from their careful
approach to making their narrative appear more objective. Whereas, the debunking
cluster users appear to be more subjective due to the more reactionary, as opposed
to planned, nature of their narrative.

While demo_vader_instance and TextBlob give similar overarching results for polar-
ity and sentiment, it is worthwhile to recall that VADER is more suited to be applied
in a social media context compared to TextBlob, given the word source of the latter is
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Figure 4.14: Results of performing sentiment analysis using SentimentIntensityAna-
lyzer on tweets of each cluster

from product reviews. For this reason, we choose to conduct the rest of the sentiment
analysis with the NLTK package.

For the next step in performing sentiment analysis on the tweets from the clusters,
we use the VADER ’SentimentIntensityAnalyzer’ tool to assign the the four com-
ponent scores to each tweet within a cluster and plot the results for in 4.14(a) and
4.14(b). Both the aforementioned graphs are distribution plots of sentiment scores of
all tweets for each cluster. Here, the probability density of the scores are estimated
using Kernel Density Estimation (KDE) in ’seaborn’ – a python graphing package.
The x axis of the graphs represents the score values for the sentiment components
returned by SentimentIntensityAnalyzer.

Note, for 4.14(a), the x axis range of 0 and 1 corresponds to the minimum and maxi-
mum proportion of text, respectively, that can be classified as being negative, neutral
or positive. For 4.14(b), the density curves overshooting the limit of −1 and 1 can
be confusing at first glance, however this can be explained due to the density curves
being continuous which ’seaborn’ automatically extrapolates.

Insights. Looking at 4.14(a), we can see that for there are more tweets in the debunk-
ing cluster that contain no positive sentiment than in the misinformation cluster as
the green peak for the debunking cluster at a score of 0.0 is higher. Furthermore, the
same holds true for small-moderate positive scores of 0.1− 0.25 and so we can gather
that there are more tweets that are 10 − 25% positive in the misinformation cluster
than the debunking cluster. This effect inverses for positive score values around 0.3
indicating that there are more tweets in the debunking cluster that are 30% positive.

Similarly, we find that there are slightly more tweets in the misinformation cluster
that have no ’negative’ components in comparison to the debunking cluster. We can
also observe that there are more tweets with higher proportion of negative sentiment
in the debunking cluster. We can see that neither of the clusters have tweets that are
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more than 40 − 50% positive or negative. However, both clusters contain tweets that
are completely or highly neutral.

From 4.14(b), we can see that the debunking cluster curve is higher than the misinfor-
mation cluster’s for extreme values. On the other hand, the misinformation cluster
curve is noticeably higher for a neutral or moderately positive/negative scores. This
means that the misinformation cluster users tend to use neutral language and shy
away from extreme expression of either sentiment (positive or negative). Conversely,
the debunking cluster users are more passionate in their expression of their opinions
– where they use language and tone that is heavy with emotion.

Summary. To summarise, we find that ’VADER’ is a tool better suited for performing
sentiment analysis on the chosen mis-/dis-information instance as the word source
on which the algorithm is trained originates from social media data. Using this tool,
we show that the misinformation cluster users are more careful in their expression
of emotion in their tweets. The findings from using ’TextBlob’ show that these users
also attempt to appear more objective in their tone in order to give their narrative the
semblance of factuality. This organised nature of the misinformation cluster users
is also corroborated by the insights obtained from text and hashtag word clouds of
these users where their frivolous use of hashtags to direct more attention to their
narrative.

4.3.2 User Analysis

The second type of analysis that we perform is user-level analysis whereby we iden-
tify the users within each cluster that shape and drive the #deathtax discussion. We
also analyse the intrinsic differences in the account characteristics of these opinion
leaders of each cluster as well as all the users that belong to each cluster.

4.3.2.1 Most Retweeted Users

To get a quick snapshot of the type and dynamic of users within the #deathtax net-
work, We identify the five most retweeted users of all users. 4.3 exemplifies that
80% of the most retweeted users from either cluster belong to the debunking clus-
ter whereas only 20% belong to the misinformation cluster. Additionally, the most
retweeted user of our network ’@Bowenchris’ belongs to the debunking cluster and
is retweeted 1428 times.
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User name Retweeted Frequency Cluster Membership

@Bowenchris 1428 D

@labor_trash 1324 M

@vanbadham 1294 D

@slpng_giants_oz 1155 D

@murpharoo 999 D

Table 4.3: Most retweeted users within #deathtax network

4.3.2.2 Opinion Leaders

One of the pivotal aspects of the analysis we perform is identifying and comparing
users from both debunking and misinformation clusters that drive the conversation
about the death tax. These opinion leaders are the users who were retweeted the
most by other users within their cluster. The rationale behind identifying profiles
of these users is that it allows us to evaluate the systematic differences between the
users who are shape and drive these narratives.

Insights. From 4.4, it is evident that for the misinformation cluster, 60% of the opin-
ion leader have an inactive or a suspended account and only 20% of these opinion
leaders have verified accounts. In contrast, all of the debunking cluster’s opinion
leaders have active accounts and 60% of these accounts are verified accounts.

For the misinformation cluster, we find some cases where the opinion leaders have
a either a noticeably small number of friends or a small number of followers. Fur-
thermore, there is a significant disparity in the friends and followers count of the
misinformation opinion leaders. On the other hand, the debunking cluster opinion
leaders all have a large following and a significant friends count. It is worth noticing
that the friend and follower count of the debunking cluster’s opinion leaders are all
similar in magnitude which is not the case for the misinformation opinion leaders.

We can also see from 4.4 that, on average, the status counts for the opinion leaders
of the debunking cluster are significantly larger than those for the misinformation
cluster. Furthermore, most of the debunking cluster opinion leaders have established
accounts which have been active for decades. On the contrary, the misinformation
cluster opinion leaders have relatively new and less-established accounts. The semi-
recent account creation dates can be explained by looking at recent research which
shows that users that intend to spread mis-/dis-information, do so with accounts
that have a recent creation date [Jones, 2019].

Summary. Exploring the account characteristics of the opinion leaders of each clus-
ter yields some defining characteristics that can be used to identify a user as likely
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Debunking Cluster Misinformation Cluster

Active Accounts 4585 (92%) 2233 (76.8%)

Inactive Accounts 396 (8%) 674 (23.2%)

Total 4981 2907

Table 4.5: Number of active and inactive accounts for each cluster

belonging to the misinformation cluster. We find that the conversation drivers of a
narrative that have a combination of inactive/suspended and unverified accounts are
significantly more likely to be members of a community that is spreading mis-/dis-
information. Furthermore, if these users have newly-established accounts and/or
noticeably low account activity (such as number of status counts), the likelihood
of this user being a suspicious actor increases significantly. At first glance, having
knowledge of whether a set of users are active might seem inconsequential as in-
active/suspended account status implies that appropriate action has already been
taken towards that user. However, this can still prove to be useful, when examining
a cluster of users where a large proportion are inactive/suspended, in categorising
the still-active users belonging to the same cluster as misinformation spreaders.

4.3.2.3 Account Activity Analysis

We begin the investigation into accounts of each cluster’s users by examining how
many users currently have an active account. We use ’Tweepy’ to retrieve active/in-
active status of every user. Note, the original module ’Twint’ that we use to retrieve
account information of the users is made unavailable during the course of this re-
search due to changing API and as a result, we utilise the Tweepy module instead.

Insights. From 4.5, we can see that approximately 24% of the users that belong to the
misinformation cluster now have inactive or suspended accounts. This proportion is
significantly less for the users within the debunking cluster at 8%. The fact that
almost a quarter of the misinformation cluster users now have inactive or suspended
accounts indicate that they are more frequently breaking the community rules or
inappropriately conducting themselves on Twitter than the debunking cluster users.
Furthermore, we can see that the total number of inactive/suspended accounts in the
network is 1070. This means that approximately 63% of all of the inactive/suspended
accounts in the entire network belong to the misinformation cluster.

Summary. Investigating the number of active accounts of users within each clus-
ter reveals that approximately a quarter of the misinformation cluster users have
inactive/suspended accounts. This number is significantly lower for the debunking
cluster users at almost 8%. Hence, a user that has an inactive/suspended account
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Debunking Cluster Misinformation Cluster

Verified Accounts 139 (2.8%) 26 (0.8%)

Non-Verified Accounts 4446 (89.2%) 2207 (76%)

Inactive Accounts 396 (8%) 674 (23.2%)

Total 4981 2907

Table 4.6: Number of users with verified accounts in each cluster

is much more likely to have a membership of the misinformation cluster in this
instance. This finding is a generalisation of the insights gained in the previous sub-
section when looking at misinformation cluster’ opinion leader’s inactivity.

4.3.2.4 Verified Account Analysis

To capture and evaluate the quality of users that are present within each cluster,
we consider the number of accounts that are verified. We use ’Tweepy’ to retrieve
verified status of every user in the #deathtax debate and sort them on the basis of
their cluster membership. 4.6 illustrates the proportion of users that have verified
accounts in the debunking and misinformation cluster, respectively.

Insights. From these results, we can see that just under 2.8% of the debunking
cluster users have verified accounts. This number is noticeably lower for the mis-
information cluster at less than 1%. Hence, we find that there are more verified –
and by extension, reliable – users within the debunking cluster than there are in the
misinformation cluster [Vaidya et al., 2019].

The table also depicts the total number of verified accounts in the network to be 165.
Given that 139 of these verified accounts belong to the debunking cluster users, we
can deduce that 85% of all verified accounts in the network are accounts with the
debunking cluster membership.

Summary. To summarise, through comparing the verified status of the users from
each cluster, we find that a user who is verified is more likely to not be spreading
mis-/dis-information. Conversely, we find that a user who is actively spreading
mis-/dis-information is very likely to have an account that is unverified – which
is validated by our findings from observing the low proportion of misinformation
opinion leaders with verified accounts.
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Figure 4.15: Systematic differences in friends and followers count of users

4.3.2.5 Account Feature Analysis

Account feature analysis is an approach where we look at account characteristics
of users such as followers count, friends count and verified status. We begin with
sorting the users according to their cluster membership – debunking or misinfor-
mation. Using the #deathtax user dataset, we obtain account details of each user.
Finally, graphing these for each cluster yields 4.15. Note that we opted not to display
outliers in the boxplot in 4.15 to avoid noise when presenting our results.

Insights. From 4.15, we can see that the average friends count, indicated by the
green, for the misinformation cluster is slightly higher than that for the debunking
cluster. This also holds true for the average followers count — where the misinfor-
mation cluster has a much higher average than the debunking cluster. Additionally,
we can see that, with respect to followers count, the average follower count for the
misinformation cluster sits outside the maximum which is indicative of the presence
of some actors in the misinformation cluster possessing an unusually large following
compared to their fellow users.

Comparing the boxplots, for both friends and followers counts, between the two
cluster also yields that there is a greater variability in both the features for the de-
bunking cluster in comparison to the misinformation cluster. This can be interpreted
as the users in the debunking cluster having a more natural distribution of friends
and followers count.

Summary. A comparison of account features such as friends and followers count
between the two clusters shows that the misinformation cluster users on average
have a slightly bigger friends count and a significantly bigger followers count on
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average than the users within the debunking cluster. Furthermore, we find that there
is less variability in the distribution of these features for the misinformation cluster
users and, in fact, the features for these users are too in-agreement to be a natural
distribution. Furthermore, this hint of abnormality is in line with the evidence of
misinformation cluster’s inorganic behaviour that we gathered from content analysis
in 4.3.1.

4.3.3 Network Analysis

The third type of analysis we perform is network-level analysis where we explore
characteristics of the network itself. Social network analysis is helpful when charac-
terising the way a community is organised and how the members of this community
are connecting. As a part of our network analysis, we look at various centrality mea-
sures of our #deathtax interaction network. Centrality measures are tools that can
be used to understand graphs, networks and the role of each node better. There
are a plethora of centrality measures but the ones we utilise for this case study are:
degree, betweenness, closeness and eigenvector centrality. We also investigate how
users are connected within each cluster using the theory of triads which considers ev-
ery permutation of a triplet of users to look at the analyse of links between them. To
aid in the computation of the centrality measures and triads, we use the ’networkx’
package. This package is a tool which is designed to calculate various properties of
a network or a graph. Note, in the following sections, the graphs are all log-plots
where the x axis is the log (base 10) of the particular centrality measure being pre-
sented. The graphs are also all probability density plots estimated using the KDE
functionality of ’seaborn’ package.

4.3.3.1 In-Degree Centrality

Degree centrality is defined as the number of links incident upon a node (i.e., the
number of edges that a node has). In-degree is a count of the number of directed
edges that are incident on the node. To calculate the in-degree centrality for each clus-
ter, we use the ’in_degree_centrality’ functionality of the networkx package which
calculates the in-degree centrality of a given graph’s nodes. We take the results of
passing our debunking and misinformation clusters through this function and plot
them which yields 4.16. It is important to note here that multiple instances of a user
retweeting another user is still represented by a single directed edge between the
users.

Insights. In 4.16, we can see the log-curves for both of the clusters that represent
the in-degree centrality distribution of the nodes in each cluster. It is evident from
this graph that the misinformation curve is shifted towards the right relative to the
debunking curve. This can be interpreted as the nodes in the misinformation cluster
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Figure 4.16: In-degree centrality measure for each cluster

having a higher in-degree centrality than the nodes in the debunking cluster. This, in
our context, signifies that the misinformation users are retweeted by a significantly
greater proportion of their fellow members and this implies that there is a greater
inter-connectivity between users within the misinformation cluster. In contrast, de-
bunking cluster users exhibit less of this type of behaviour – where they retweet
only some of their fellow cluster members and so there is far less inter-connectivity
between the users in the debunking cluster.

Summary. The main takeaway from comparing the in-degree centrality of the two
clusters is that a user in the misinformation cluster, on average, retweets a wider
group of their fellow users which achieves the effect of boosting connectivity of the
cluster. That is, we find that the misinformation cluster users exclusively retweet
each other.

4.3.3.2 Betweenness Centrality

Betweenness centrality quantifies the sum of fractions of the times a node acts as a
bridge along the shortest path between two other nodes. Mathematically, this can be
expressed as:

cB(v) = ∑
s,t∈V

σ(s, t|v)
σ(s, t)

(4.1)

where σ(s, t) is the total number of shortest paths between s and t and σ(s, t|v) is
the number of shortest paths that pass through our node in question which in this
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Figure 4.17: Betweenness centrality measure for each cluster

equation is represented by v.

We use the ’betweenness_centrality’ tool within the networkx package to calculate
the betweenness centrality for each node in both the debunking and misinformation
clusters and graph the results as can be seen in 4.17. To obtain this graph, we simply
use the tool on each of our clusters.

Insights. From the graph in 4.17, we can see that there are two peaks for both
the debunking and misinformation curves. The first peak for the debunking cluster
is higher than the misinformation cluster’s. However, the misinformation curve is
shifted towards the right relative to the debunking curve. Furthermore, the two
peaks of the misinformation cluster’s curve are more distinct in comparison to the
debunking cluster’s peak.

We can draw a few conclusions from this, the first being that the community of users
within the misinformation cluster is made up of a two tier system. This two tier
systems is reflected through the two peaks of the curve where the the higher peak is
representative of the central users – the opinion leaders - and the lower peak of the
two is representative of the rest of the misinformation community that is made up
of the followers. We also have that the majority of the nodes in the misinformation
cluster lie on more shortest paths between two other nodes in their cluster than nodes
in the debunking cluster do. This means that more information is able to be passed
through a node in the misinformation cluster than a node in the debunking cluster.

The significance of this finding becomes more apparent when we look at what this
means for user involvement in a retweeting chain. We can take a retweeting chain to
be a chain of retweeting events that starts with one user and ends with another user.
A higher betweenness centrality value for the misinformation cluster then suggests
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Figure 4.18: Closeness centrality measure for each cluster

that a user within this cluster is more likely to be involved in a greater number of the
smallest retweeting chains between any two of its fellow users.

Furthermore, using 4.1 we can infer that the betweenness centrality of a cluster is
proportional to the number of pair of nodes in a network. This means that a network
with more nodes (and hence, pairs of nodes), is likely to have a higher betweenness
centrality than smaller network. From 4.5, we can see that the size of the misinfor-
mation cluster is approximately 60% of the size of the debunking cluster. Given that
the size of the misinformation cluster is almost half of that of the debunking cluster,
we expect the betweenness centrality to be significantly lower for the misinformation
cluster. However, the unexpectedly larger observed values for betweenness centrality
of the misinformation cluster in 4.17 is telling of organised behaviour.

Summary. We compute and compare the betweenness centrality of both clusters as
a part of our network-level analysis. This leads to the finding that, in general, the
misinformation cluster nodes have higher betweenness centrality values despite the
cluster being smaller in size. We suspect this is a sign of inorganic organisation of
the misinformation users in their cluster which seems to be in agreement with the
similar conclusions that we drew based on the insights gathered from content and
user analysis.

4.3.3.3 Closeness Centrality

Closeness centrality indicates how close a node is to all other nodes within the same
network. Thus, the more central a node is, the closer it is to all other nodes. Closeness
centrality is mathematically defined as:
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c(u) =
n − 1

∑n−1
v=1 d(v, u)

(4.2)

where we have n number of nodes in a network or graph and d(v, u) is the shortest
distance between the nodes u and v. Note, that this version of closeness centrality is
normalised and does not scale with the size of the cluster. However, there is a version
of closeness centrality which is not normalised and it is mathematically defined as:

c(u) =
1

∑n−1
v=1 d(v, u)

(4.3)

Between the two variants, we choose to operate with the normalised variant of the
closeness centrality on our network to ensure standardisation.

We use the ’closeness_centrality’ functionality of the networkx package to obtain this
measure for all of the nodes in both the clusters and plot the results as seen in 4.18.

Insights. From this graph, we can see that both the cluster curves are almost
identical. The only points of difference between the two curves is towards the right
tail where the misinformation cluster’s curve is higher than the debunking cluster’s.
This means that, while for the most part, the nodes in both the clusters are similarly
close to their fellow cluster members, there is a bigger group of nodes in in the mis-
information cluster for log closeness values between 0.1− 0.3 than for the debunking
cluster.

The implication here is that there are slightly more users in the misinformation clus-
ter that are more central – i.e. a user in misinformation cluster is closer to all other
users in that cluster where proximity is defined by the number of edges connecting
users. More generally, this means that the users that spread mis-/dis-information
are more likely to retweet or be retweeted by a connection-of-a-connection.

Summary. The findings from evaluating the closeness centrality of our clusters,
in essence, support the findings we obtain from looking at the other centrality mea-
sures. Once again we find evidence that the misinformation cluster users are more
connected to each other and are more central in their cluster than the users within
the debunking cluster.

4.3.3.4 Eigenvector Centrality

Eigenvector centrality is a measure of level of influence of a node within a network
and is computed through finding the centrality of a node based on its neighbours’
centrality. Mathematically, our network can be expressed as an adjacency matrix A.
An adjacency matrix is a matrix representation of a network where the (i, j) element
of the matrix signifies the number of direct links that exist between node i and node
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Figure 4.19: Eigenvector centrality measure for each cluster

j. We can then define x as the eigenvector of the adjacency matrix A if:

Ax = λx (4.4)

where λ is the eigenvalue of A. The way eigenvector centrality of a node n is calcu-
lated by ’networkx’ is through inspecting the nth element of the eigenvector x.

We use ’eigenvector_centrality’ function from the networkx package to find this mea-
sure for every node in both the debunking and misinformation clusters and graph
the results which can be seen in 4.19.

Insights. We can see from this graph that the misinformation cluster’s density
graph is shifted towards the right compared to the debunking cluster. This means
that the nodes in the misinformation cluster have much higher values for eigenvector
centrality than the nodes belonging to the debunking cluster. From this result, we
can infer that the nodes within the misinformation cluster tend to have a significantly
higher level of influence in their network when compared to the debunking cluster.

Since for eigenvector centrality, connections with nodes of higher importance are pri-
oritised over connections with nodes of lower influence, a cluster with a large num-
ber of highly influential nodes implies more cohesiveness between the users [Belau,
2014]. Hence, a universally high level of influence of nodes within the misinforma-
tion cluster suggests that there is an abnormally similar level of influence across the
users – because to obtain a high eigenvector centrality, more connections to other
nodes with high influence are required. However this is hard to achieve in organic
online setting, such as retweeting on Twitter, as it requires level of collaboration
which is challenging to achieve without premeditating an effort.
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Figure 4.20: 16 types of triads according to social network theory

Summary. The eigenvector centrality characterises the level of influence a node has
within a network. We find that the misinformation cluster has a remarkably high
eigenvector centrality for majority of its nodes when compared to the debunking
cluster. We can derive that this unusually large centrality value likely indicates a
premeditated effort by the misinformation users to spread mis-/dis-information.

4.3.3.5 Triads

Theory of triads is a tool which is often used in social network analysis to get an in-
depth analysis of how nodes, or users in our case, are connected within a network.
A triad is a set of three nodes which represents the links, or lack thereof, between
the said nodes. In a directed network, there are sixteen types of triads as seen in
4.20 [Staiano et al., 2012]. This tool is computed through obtaining every single
permutation of a set of three nodes in a network to form a triad and then sorting
each triad into one of the 16 types to analyse the type and frequency of interactions
that are present.

We use the ’triadic_census’ tool within the ’networkx’ package to acquire a snapshot
of the count of each of the 16 types of triads that exist in our clusters. We next plot
the results in form of a bar graph where the x axis represents the type of triad – one
of the 16 from 4.20 – and the y axis represents the fraction of total number of triads
that makes up the particular type.

Insights. We can center the discussion of the results of the triadic consensus of
each cluster around three factors on the basis of types of connections between users
– isolates, reciprocity and transitivity. The first category, isolates, focuses on the
types of triads where no links exist between any three users. The second category
of reciprocity looks at the types of triads where one or two links exist between the
triplet of nodes. Although reciprocity is a measure that is generally characteristic
of a dyadic relation, we use it to look at whether the (retweeting) interactions are
being reciprocated for our triads of users [Solano and Dunnam, 1985]. Lastly, the
third category of transitivity is concerned with set of three nodes with three or more
established links.
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Isolates. We consider isolates to be the triadic set of users that are not connected to
each other – i.e. a user triplet which is completely disconnected. There is one such
type of triad, of the sixteen, that falls within this category: 003. From 4.21, we can see
that there is an almost similar proportion of this type of triad in each cluster, with
the debunking cluster consisting of a slightly higher proportion of this triad type.
We can gather that there is a similar distribution of completely disconnected triplets
of users in both the clusters – i.e. the distribution of user triplets that do not retweet
each other is almost identical. Although this is the most commonly occurring type
of triad in both the clusters, it is the two succeeding categories which highlight the
contrast between how users connect within each cluster.

Reciprocity. When looking at reciprocity, we consider triads where one or two
links exist between the set of three users. Using 4.20, we can deduce that there are
five types of triads that are relevant: 012, 021C, 021D, 021U and 102. In context of
these five triads, reciprocity can be defined as whether a user who retweets another
in the triad is retweeted back. While there is only one type of triad (102) that fully
encapsulates reciprocity between the users, the other four triad types also give us an
insight into varying degree of reciprocity.

4.21 demonstrates that significantly higher proportion of each of these five triad types
are present in the misinformation cluster than in the debunking cluster. This is
particularly the case for 102 where we can observe that the misinformation cluster
users are much more likely to get retweeted back by a user that they retweeted – this
is indicative of a high level of reciprocity within the misinformation cluster users.

With respect to the other four triad types, a higher proportion of these triads be-
ing present within the misinformation cluster generally suggests that the users who
spread misinformation are not only more likely to retweet one or more of their peers,
but also are more likely to be retweeted by another user.

Transitivity. To evaluate the level of transitivity within each cluster, we need at least
three ties to exist between users. Hence, we focus on the types of triads that consist
of three or more connections between users and 4.20 depicts that there are ten such
triad types. Complete transitivity within the triads can be defined as the existence
of a link directed from user A to user B, a link from user B to user C and a third
link from user A to user C – i.e. triad type 030T. The other nine types of remaining
triads possess a varying level of transitivity. However, seven of these are not present
in either of the cluster and so we will focus on the following three: 111D, 030T and
120D.

From 4.21, we can see that two of these triad types – 111D and 120D – are unique
to the misinformation cluster. We can infer from this that there are groups of mis-
information cluster users that possess the quality of reciprocity between two users
in addition to one or both of these users also being retweeted by a third user. We
can also note that there are more cases of 030T present in the misinformation cluster
than in the debunking cluster. The collectively higher proportion of these three types
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of triads in the misinformation cluster reflects that the cluster is partially transitive –
more so than the debunking cluster.

Summary. The triadic census allows us to understand the distribution of the sixteen
types of triads that can exist within a directed social network. Through looking
at each of these types of triads, we find that the misinformation cluster has more
reciprocity between its users and is significantly more partially-transitive than the
debunking cluster. Essentially, this means that the misinformation cluster users not
only exclusively retweet each other but also are more likely to retweet a connection-
of-a-connection (edge separation of 2) which is also supported by our findings from
evaluating closeness centrality of the cluster.

4.3.4 Diffusion Analysis

The fourth type of analysis that we perform is diffusion analysis. Having looked at
the content, the users and the organisation of the network, the logical next step is
to analyse how this discussion spread. We look at the tweeting behaviour and the
diffusion patterns of the #deathtax discussion that occurred online on Twitter.

4.3.4.1 Exposure over time

We begin the investigation by examining when the misinformation and debunking
narratives start to surface. We do this by looking at the cumulative sum of exposure
over time that is achieved by each narrative. Exposure, in this research, is defined
to be the number of people that were exposed to a tweet which is optimistically
calculated to be the follower-ship of a tweet’s author. This is repeated for all of the
tweets to produce a timeline of exposure which can be seen in 4.22.

Insights. This graph illustrates that there was an early spread of the misinformation
cluster narrative in February 2019. This narrative rapidly gains traction until the
election day (indicated by the solid black line) and then plateaus immediately after.

On the other hand, we can see that the debunking cluster’s narrative starts to appear
on Twitter towards the end of April and gains exponential exposure subsequent to
the day of election. This narrative continues to gain traction long after the elections
and reaches a significantly larger number of people than the misinformation cluster’s
narrative after the elections have concluded.

Summary. We can piece together that the users perpetuating the #deathtax rumour
began circulating their narrative well in-advance to the election day and the debunk-
ing narrative was created as a response to the misinformation that was being spread
about the #deathtax. Hence, the misinformation narrative seems to be more of an
organised effort to spread misinformation about the death tax and the debunking
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Figure 4.22: Exposure over time of each narrative

narrative seems to have originated as a reaction to this effort – as so far also observed
in all three other levels of analysis.

4.3.4.2 Retweeting Patterns

The next tool we use to perform diffusion analysis is retweeting patterns. We look
at the retweeting behaviour of the users belonging to each cluster. We do this by
looking at every single tweet from each cluster and its retweet and comparing the
time it took a user to retweet the original tweet. We repeat this for all tweets and
plot the results that can be seen in 4.23. 4.23 is a log plot of the distribution of time
differences between a tweet and its retweet where the x axis is log, base 10, in hours
of these time differences.

Insights. From the graph, we can tell there is a difference in retweeting behaviour
of the users from the two clusters. From 4.23, we can see that the misinformation
distribution curve has a fatter tail, and (visually) a larger σ value, compared to the
debunking cluster.

From this, we can observe that the users within the misinformation cluster not only
retweet suspiciously quick but also take longer to retweet. The suspiciously quick
retweeting can be attributed to making content go viral and the suspiciously long
time difference can be attributed to the intention of pushing old messages back onto
people’s timelines. We find that the users in misinformation cluster have an abnormal
retweeting behaviour compared to users belonging to the debunking cluster.

Summary. Through examining the retweeting behaviour of each cluster’s users, we
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Figure 4.23: Temporal retweeting patterns on a log scale of each cluster

find that the misinformation cluster users exhibit an unusual twofold behaviour. We
find that unnaturally quick retweeting times as well as abnormally long retweeting
times are both characteristic of how these users retweet one another.

4.3.4.3 Diffusion Cascades

The last type of analysis we perform to understand the diffusion profile of our net-
work is through inspecting diffusion cascades for each of the clusters. A cascade,
sometimes known as an information cascade, is an event where several people se-
quentially make similar decisions. In the context of this dataset, the event is a chain
of tweets – i.e. a tweet is retweeted. The cascade data we use is described in 4.2.

We take this cascade data and plot the Complementary Cumulative Distribution
Function (CCDF) as can be seen in 4.24. CCDF is mathematically defined as:

F̄X(x) = P(X > x) = 1 − FX(x) (4.5)

where FX(x) is the Cumulative Distribution Function (CDF). CCDF is the opposite
of CDF, i.e. it calculates how frequently a randomly distributed variable is above a
certain threshold X. In 4.24, the x axis is the size of each cascade and the y axis is the
CCDF of the cascade sizes that were calculated.

Insights. This graph demonstrates that the misinformation cluster has more cas-
cades that are smaller in size (< 80) compared to the debunking cluster. This is
reversed for cascade sizes greater than 80 where the debunking cluster has more
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of these cascades compared to the misinformation cluster. Hence, we find that the
users in the misinformation cluster are retweeted frequently but by a smaller groups
of users from the same cluster. On the other hand, the users within the debunking
cluster are retweeted more frequently by a larger group of other debunking cluster
members.

Summary. Analysing the size of retweet cascades of both clusters, we find that ex-
istence of smaller, but frequent in number of, diffusion cascades is a feature that can
be traced back to users who spread mis-/dis-information. Hence, a user who is in-
volved in numerous small diffusion cascades can likely be categorised as a suspicious
actor. Note, this finding is in agreement with the results obtained from computing
the betweenness centrality where we draw a similar conclusion.

4.4 Link to Traditional Media

After analysing our network in depth, we link the spread of misinformation on online
social media platforms to traditional media to understand how misinformation has
been leaking into media such as news and articles. We compare the timeline of
#deathtax’s appearance on traditional media versus social media. We also look at
how traditional news sources are used by users in both the clusters to evaluate the
reliability of each narrative.
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4.4.1 A Timeline

We begin by mapping out a timeline of first mentions of #deathtax on news and
articles and comparing it to when #deathtax first started to circulate on social media.
We also research news articles and news programs that aired on television and find
that the first mention of #deathtax was in an article that was released by the Daily
Telegraph on the 21st July 2018 which stated that the Australian Council of Trade
Unions supported an inheritance tax.

A day later, on the 22nd July 2018, there was a segment on the popular Australian
morning program ’Sunrise’ which featured a discussion on ’Should there be death
duties?’. On 24th January 2019 there was an official release by Josh Frydenberg,
then Australian Treasurer, warning about Labor’s supposed Death Tax. This official
release by Frydenberg was picked up and circulated by misinformation cluster users.
It seems to be the case that the first mention of #deathtax appears in traditional media
before it leaks onto social media.

4.4.2 References of Media outlets

We attempt to characterise how each cluster uses traditional media to perpetuate
their respective arguments. We use the URL links data, described in 4.2, consisting
of news and article links from the tweets belonging to each cluster to analyse the
media sources referenced. Then we graph the fifteen most frequent media outlets
referenced by the debunking cluster in 4.25(b) and by the misinformation cluster in
4.26(a). To capture the full picture, we also depict the ten least frequently referenced
media outlets – for the debunking cluster, this can be found in 4.25(b) and for mis-
information cluster, it is 4.26(b). The results for this are all in form of a bar graph
where the y axis indicates the relative usage, i.e. the usage compared to all the other
media sources.

Debunking Cluster. We find, from 4.25(a), the ten most frequently sourced me-
dia outlets by the users in the debunking cluster are all reliable and popular news
sources with the likes of ’The Guardian’ and ’Australian Financial Review’. The
anomaly, in terms of credibility, lies in the last five of the fifteen most sourced out-
lets - ’Wordpress’. It is noteworthy, that the three most frequently quoted media –
’The Guardian’, ’ABC’ and ’Sydney Morning Herald’ – outlets all have relatively high
usage compared to every other news source and have high credibility as sources.

On the other hand, looking at the least frequently used news sources in 4.25(b), tells
us that even the lesser referenced media outlets such as ’9news’ are reliable. There
are a few anomalies with ’getup’ and again ’wordpress’. However, overall we can
verify that the credibility and reliability of the news sources quoted by the users
within the debunking cluster is high.
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Figure 4.25: Usage of traditional media by debunking cluster users
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Misinformation Cluster. Looking at 4.26(a), in the case of the misinformation clus-
ter, we can see that the top three most frequently sourced media outlets are the same
as for the debunking cluster, with the order of ’Sydney Morning Herald’ and ’ABC’
swapped. We find that the ten most frequently referred to media sources for the
misinformation cluster looks quite similar to the ten most frequently quoted sources
for the debunking cluster. The real difference between the usage of media outlets of
the two clusters lies in the right-end of the bar graph 4.26(a) for the misinformation
cluster. For example, the misinformation cluster users quote ’thenewsdaily’ more
than ’sbs’. The opposite, however, is true for the debunking cluster where links from
’sbs’ are referred to more, than articles/news from ’thenewsdaily’.

From 4.26(b), we can see that the users in the misinformation clusters refer to some
unreliable sources such as "wordpress" - similar to the users in the debunking cluster.
Also similar to the debunking cluster, the credibility of these least frequently used
sources is relatively good.

Summary. Overall, the major difference we observe between the usage of media
outlets between the two clusters is how frequently each outlet is used rather than
which outlets are linked.

4.5 Summary

To summarise, in this chapter, we present a list of instances of online misinformation
spread during the 2019 Australian elections in 4.1. We discuss instances such as
’Misleading Signs’ and ’Stop Adani’ billboard before introducing ’Death tax’ – the
chosen instance to deep-dive into. We also discuss using hashtags and keyword
search on phrases ’death tax’ and ’inheritance tax’ to filter the #auspol dataset in 4.2.
In this section, we first introduce our network of Twitter users’ interaction in 4.7 and
exemplify the existence of two different clusters of users within the network – one
more densely packed compared to the other.

Content Analysis. We then elaborate on how we conduct the four-tiered analysis
on the #Deathtax dataset in 4.3 – beginning with content analysis on the interaction
map. We dive into the message content of the tweets belonging to each cluster and
identify one of the clusters as the misinformation cluster – where the users attempt to
perpetuate misinformation about #deathtax – and the other cluster as the debunking
cluster – where the users post tweets pertaining to falsehood of the #deathtax claims.
We also generate word clouds for the content of the tweets and the hashtags for each
of the cluster and find that the misinformation cluster users interleave #deathtax
discussions to other topical political issues such as ’coal’ and ’defence funding’ to
inject any pre-existing bias of those topics into the #deathtax debate. The debunking
cluster text word cloud, on the other hand, demonstrates that the users within that
cluster try to convey that #deathtax is ’fake news’ and a ’scare campaign’ and focus
only on the death tax.
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Another interesting finding lies within how misinformation users’ leverage hashtags
to attract as much traction possible to their cause – through excessively tagging their
tweets with popular news sources. Lastly, we also perform sentiment analysis on the
tweet content of each cluster using analysers such as VADER and TextBlob. Results
obtained from TextBlob suggest that the tweets originating from the misinformation
cluster are carefully produced to give an impression of objectivity. Furthermore,
insights from sentiment analysis show that these users attempt to adopt an almost
neutral tone in their message – simultaneously shying away from use of strong emo-
tion in their tweets. In contrast, the users that belong to the debunking cluster appear
to be more liberal in their expression, of both negative and positive emotion, and the
reactionary nature of their narrative’s delivery supports the higher level of subjectiv-
ity that is detected in their tweets.

User Analysis. We also present the second analytical lens, the user analysis, where
user-level analysis is performed on each of our clusters. We begin by identifying
users from each cluster that have been at the core of the #deathtax debate on Twitter
and are retweeted the most – we call these users opinion leaders. We show that 60%
of the misinformation cluster’s opinion leaders have inactive accounts whereas none
of the debunking cluster’s opinion leaders have inactive accounts. Furthermore, only
20% of the misinformation opinion leaders have verified accounts but this number
is significantly higher for the debunking cluster at 60%. Furthermore, we find that
the opinion leaders of the debunking cluster have a significantly higher number of
status counts and have accounts that were established over a decade ago. However,
the misinformation cluster opinion leaders tend to have a much lower count of sta-
tuses/tweets posted and have relatively new accounts – created within the last 5
years.

We present our findings from investigating account activity of the users from each
cluster where we uncover that 63% of all inactive or suspended accounts in the net-
work belong to the misinformation cluster. Additionally, we find that approximately
85% of the verified users in the network belong to the debunking cluster and the
users within the misinformation cluster are far less likely to have a verified account.
Lastly, for user-level analysis, we also show that the users within the misinforma-
tion cluster have a slightly higher mean friends count and a noticeably higher mean
followers count. Additionally, we find the comparatively low variability in these ac-
count features of misinformation cluster users to be a further indication of inorganic
behaviour.

Network Analysis. Next, we present our third analytical tool to scrutinise the
network with – network-level analysis. Here, we show that there are noteworthy
variations in the way the two clusters are organised. We use centrality measures
– such as in-degree, betweenness, closeness as well as eigenvector centrality – and
triads to extract these differences for each cluster. We find that the in-degree cen-
trality for the nodes in the misinformation cluster is higher than the in-degree for
the nodes in the debunking cluster which reveals that the users in the misinforma-
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tion cluster exclusively retweet each other far more than the users in the debunking
cluster. Additionally, we find this to be a similar case for the betweenness centrality,
where the abnormally high betweenness values for the misinformation cluster users
signifies that the misinformation cluster users are more connected. Furthermore, this
also provides evidence of ingenuity due to the discrepancy in the high betweenness
centrality values and the smaller cluster size.

Further validating the earlier results, we also demonstrate that both the closeness
and eigenvector centrality measures for the misinformation cluster nodes are higher.
For the case of closeness centrality, this further solidifies the finding that the cluster
is strongly connected in nature. We also find that the universally high values of
eigenvalue centrality observed within the misinformation cluster hints at existence
of premeditation in the cluster organisation. Finally, we use social network theory of
triads to show that the misinformation cluster is not only more connected but is also
partially-transitive.

Diffusion Analysis. The fourth cornerstone that we detail in 4.3 is the diffusion
analysis where we document looking at the diffusion pattern of the two clusters. We
present the investigation into the exposure each cluster’s narrative gets over time and
show that the misinformation cluster began spreading their narrative much earlier in
February 2019 before abruptly ceasing soon after the election day. On the contrary,
the debunking cluster begins tweeting about #deathtax a few months after the misin-
formation cluster and the narrative gains the maximum traction some time after the
election day. We demonstrate that the misinformation cluster begins perpetuating
the misinformation about #deathtax early and before suspiciously stopping imme-
diately after the election day which reiterates the presence of an organised effort at
spreading misinformation.

We also document our examination into the retweeting behaviour of each cluster’s
users and show that the misinformation cluster users exhibit two types of behaviour –
where they are not only suspiciously quick in retweeting other users but also retweet
other users or themselves after a long time, as if to push old messages back onto other
user’s timelines. In comparison, the debunking cluster’s users have a more natural
retweeting behaviour where the distribution curve has one mode – the behaviour
is consistent. Lastly, for the diffusion analysis, we also show that the diffusion cas-
cade differ for each cluster and the misinformation cluster has a larger number of
small-sized diffusion cascades whereas the debunking cluster has a greater number
of larger-sized cascades. The overarching conclusion we reach is that at each level
of the four types of analysis, there is evidence of inorganic behaviour as well as
premeditation in the organisation of the misinformation cluster.

Traditional Media. Finally, we explore how the traditional media is connected
to the #deathtax misinformation campaign in 4.4. We investigate the timeline of
the appearance of the death tax on traditional media and find that it first appeared
on traditional media outlets such as news programs and articles before trickling
into social media posts such as Twitter and Facebook. We also analyse the use of



56 Results

traditional media sources within the Twitter debate through analysing the links to
these media outlets in our #deathtax tweets. Through this, we find that the two
clusters’ references to media outlets in their tweets are similar – both in credibility
and political polarity.



Chapter 5

Conclusion

Mis-/dis-information spread has been a topic of rising concern shared by the re-
search community, governments around the world and social media giants alike.
Unbridled circulation of mis-/dis-information on social media platforms can allow
for serious consequences, for us and our society, to fester. Current relevant works
on this problem offer limited counsel on a unified approach to aid in detection of
mis-/dis-information. Furthermore, there is also a gap in the existing literature, cul-
minated by little research effort that has been allocated to finding a standardised set
of features or tell-tales of a classic mis-/dis-information campaign.

In this research, we studied if organized disinformation can be identified and de-
tected through addressing the following four research questions we posed at the
beginning:

1. Are instances of mis-/dis-information in the Australian context? If so, what do
these instances look like?

2. What is an all-encompassing analytical approach that we can use to examine
these instances of mis-/dis-information spread?

3. What is a set of characteristics of a mis-/dis-information campaign?

4. How is traditional media linked to social media when looking at mis-/dis-
information spread?

Within our research, we addressed the first question by compiling a list of cases of at-
tempted opinion manipulation during the 2019 Australian elections and found ’death
tax’ to be the most prominent of the cases. We also find that, in this instance, there
are two clusters of users – one community that attempts to spread misinformation
about #deathtax; and the other which attempts to debunk the myth.

We addressed the second question by introducing our four-cornerstone approach to
the analysis that we conduct on the #deathtax dataset. This approach constitutes
of analysing four different levels of the dataset which are: content level, user level,

57
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network level and diffusion level. For content analysis, we consider the content of
the messages that are posted in the debate; as well as generate word frequency clouds
and conduct sentiment analysis. As a part of a user-level analysis, we looked at the
account characteristics, such as account activity/inactivity and friends and followers
count, of all users who are involved in the debate on Twitter. We also identify opinion
leaders, i.e. users who are most retweeted on the subject, for each side of the debate
and further compare their account features such as verified status.

For network-level analysis, we considered the network of users and evaluated the
centrality measures, e.g. in-degree, closeness, betweenness and eigenvector. We also
employed the theory of triads to understand the relationship between users and how
they are connected. For the fourth level, diffusion analysis, we studied the diffusion
patterns, by looking at retweeting behaviour of users, and compared the information
cascades of each side of the discussion. We also mapped and compared the traction
gained over time by each side of the #deathtax debate.

We addressed the third question by obtaining findings and results from applying the
novel four-cornerstone analysis approach to my dataset. We illustrated that there
are a set of noticeable features characteristic of a mis-/dis-information campaign
that are highlighted when compared with the debunking cluster. We showed that,
at the content level, the users intending to perpetuate misinformation tend to post
messages infusing multiple other controversial and political issues. At the user level,
we found that the users that belong to the misinformation cluster are more likely to
have suspended or inactive accounts and less likely to have verified accounts.

Through conducting network analysis, we demonstrated that the users in the mis-
information cluster are more connected and have a network structure that appears
to be more organised in comparison to the debunking cluster. Furthermore, mod-
elling the exposure gained over time, as a part of diffusion analysis, showed that the
misinformation about the death tax was being circulated some months prior to the
election day and this ceased immediately after the election day which hinted at an
organised effort. Finally, through analysing retweeting patterns, we found that the
retweeting behaviour of users in the misinformation cluster is twofold: suspiciously
quick retweeting times, as if to bombard other users’ timelines with their messages,
and suspiciously long retweeting times – with the likely intention of pushing old
messages back onto users’ timelines.

Finally, we addressed the last question by linking the coverage of #deathtax on tradi-
tional media and social media which showed that the first mention of the death tax
was on news programs before leaking into the social media sphere. Additionally, we
showed that the usage of traditional media outlets as sources in tweets is similar for
both debunking and misinformation clusters users.
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In lieu of the above, we present our main contributions of this research to be:

1. Exploring a case study with an Australian context – performing analysis on an
Australian dataset.

2. Compiling, and gathering evidence for, a list of cases of mis-/dis-information
campaigns in Australia.

3. Constructing a four-tiered approach which can be utilised to analyse data with
multiple lenses

4. Demonstrating evidence of inorganic behaviour in relation to the online dis-
course of #deathtax campaign.

5. Extracting and presenting noteworthy features of an instance of a mis-/dis-
information campaign

6. Exploring the part traditional media plays in the spread of mis-/dis-information
on social media.

Although we have made considerable strides in addressing the research questions in
this thesis, further work is required before our findings can be realistically adopted.

5.1 Future Work

Despite the volume of work explored in this research, there still remains much po-
tential for further exploration in this field. For example, this research explores mis-
/dis-information spread in one instance – the #deathtax. A potential extension to this
research could be to emulate the four-cornerstone analysis presented in this paper
on various other instances with careful consideration of multidisciplinary contexts.
For example, this could take form of looking at instances of mis-/dis-information
spread in a medical or sociological context rather than another political. Replication
of this work on other instances will allow for comparison of findings and insights.
Consistency of these findings across the instances can be used to validate if they can
be generalised. Additionally, these generalised findings can be collated to form a set
of defining features of a disinformation campaign.

Another potential avenue for future work is a more in-depth analysis into libraries
and packages that can be used integrated our approach to obtain enhanced results.
Due to time constraints, we did not have enough time to compare or evaluate a wider
set of tools for our base analysis. For example, within sentiment analysis, we only
compare VADER and TextBlob instead of a wider range. Furthermore, each of these
tools can be configured using a variety of analysers and lexicons. Hence, finding the
tools and their configurations that produce the best results is an example of further
research that can be undertaken to improve and build on our results.
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Another research avenue, with significant implications and contributions, that can
be explored as an extension to this research is to use our findings, and any further
findings from duplication of this work on other case studies, to build a model or
an agent which can be utilised to detect or identify disinformation campaigns in
real-time. For example, the generalised findings from our research can be used as
input features to a binary neural net classifier that can be used to classify whether
a network of users are attempting to spread disinformation. Furthermore, this can
be extended to give a score, instead of a binary prediction, to a network indicative
of the likelihood of it being an instance of disinformation campaign. These models
can be embedded into social media platforms like Twitter to automate the real-time
detection of disinformation spread.

Also due to the time constraints, our exploration of disinformation flow between
traditional and social media was limited to a basic level. There is large scope for
further analysis into understanding how disinformation flows from traditional to
social media or conversely flow of disinformation from social to traditional media.
This can be further extended to explore questions such as how mutation of narratives
and content occurs as it flows between traditional and social media.

Other potential avenues include introducing depth and complexity into each facet of
the four-tiered analysis approach – for e.g. using the theory of Natural Language
Processing (NLP) as one of the sub-components of content-level analysis.
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