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Abstract

The popularisation of social media has led to widespread occurrences of echo cham-
bers, selective exposure and misinformation. This is particularly concerning with
regard to contentious topics, where lack of interaction with opposing views can lead
to complacence or stubbornness. We build on past work in an attempt to deter-
mine how exposure to differing opinions affects an individual’s future opinion. We
quickly discover that: 1. The problem goes far beyond a simple discrete classification
task due to the subtleties of user sentiment and 2. Future stance information being
conditional on users choosing to remain active in the discussion network.

We address the first issue by proposing a continuous polarity metric to quantify
the attitudes of users and find that individuals who choose to remain are polarised
users who are stubborn in their beliefs.

To resolve the second point we must first determine what makes users choose
to leave. We find that future presence correlates with user interaction and social
neighbourhood size.

Finally, we propose a sequence model that takes into account individual interac-
tions to predict future user behaviour.
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Chapter 1

Introduction

1.1 Motivation

Social media has become an increasingly prevalent form of discussion towards con-
tentious topics. The anonymity and accessibility of online platforms such as Twitter
and Reddit can lead to extreme opinions being expressed to a wider audience when
compared to physical discussion networks. Well-known phenomena present in so-
cial network theory such as homophily - increased contact and interaction between
individuals with similar characteristics [McPherson et al., 2001], along with echo
chambers (a potential byproduct of homophily) - the reinforcement of existing opin-
ions due to lack of interaction with alternative views, also exist in online discussion
networks [Colleoni et al., 2014].

Athough the increased ability to communicate with like-minded individuals may
seem beneficial, providing a safe space for harmonious entities to engage and inter-
act, this may lead to blind faith in opinions shared by members of such a community
resulting from such beliefs being seldom challenged. Exposure to differing opinions
has been found to improve the ability to justify one’s own political views along with
conceive reasons why others may disagree with them [Price et al., 2002].

Social networks have also been found to be particularly dangerous with respect
to the dissemination of misinformation. Personalised content algorithms that isolate
the user to experience only agreeing viewpoints and ideas (filter bubbles) along with
selective exposure - avoiding content that conflicts with personal opinions, have con-
tributed to the wide spread of misinformation in cases such as the 2016 Presidential
Election [Spohr, 2017].

While it is clear that lack of opposing discussion can lead to hive minds and naive
ignorance, what is not clear is the dynamics between users with different opinions
on contentious topics - more specifically how does interacting with different views
affect future stance?

Being able to understand these dynamics and how they influence future opinion
could be used to help prevent homophilic behaviour regarding these topics. How-
ever, they could also be used to influence democratic processes, such as elections.
Democratic votes are generally decided by the "undecided voters", a group whose
final decision is uncertain and can consist of as much as 15%-30% of voters - who
are generally less informed and not as interested in politics [Schill and Kirk, 2014].
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2 Introduction

Political candidates are also aware of the importance of appealing to the undecided
demographic. During his 2012 US Presidential Election campaign, Republican can-
didate Mitt Romney expressed to a private audience in a later leaked speech that,
"what I have to convince are the five to ten percent in the center that are indepen-
dents" [Throsby, 2013].

Uncovering the types of interactions that are able to shift future stance could
potentially change the outcome of similar voting processes by influencing voters in
the undecided group. The 2016 Brexit referendum was decided by a margin of less
than 4% [BBC, 2020]. This implies that being able to sway just 2% of overall voters
could have lead to a different result.

1.2 Research Questions and Contribution

Based on the above motivation we seek to answer the main question How does
interacting with different views and opinions affect future user behaviour?

We also aim to improve on past work in this area that utilises only high-level sum-
maries of the stances of users and types of discussions that individuals have engaged
with to predict future stance [Largeron et al., 2021]. We evaluate the effectiveness of
incorporating the user network (i.e. links between users who have interacted with
each other) along with atomic-level interactions (i.e. individual replies and interac-
tions) to answer the question are network-level features and discussion structure
influential in determining future behaviour?

Finally, we wish to interpret our findings to go beyond the notion of predicting
stance and discover specific interactions that contribute to stance chance. This leads
to the question what drives stance change?

In this thesis we initially explore network-level features to assess their impact
in the prediction of future stance, however we quickly discover that this problem
goes far beyond a simple discrete classification task. We find that our future stance
information is conditional on the user choosing to participate again in a future
time period.

Additionally due to the nature of social media comments, we find that classifying
users into three discrete stances (Pro, Against, Neutral) is too naive and introduce
a continuous polarity metric to improve the quantification of sentiment - turning
the stance prediction task into a regression problem. Utilising feature importance
methods on models trained on this regression task we deduce that users who remain
in the system are already polarised and unlikely to change their stance.

Due to future stance information being conditional on remaining active in the
social network, we must first answer the question what makes users leave? We find
that both the number of interactions and unique users an individual converses
with correlates with future presence. We go one level deeper to examine whether
the structure of these interactions is also important and propose a sequence model
classification model for predicting future user presence.
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In summary, our contributions are:

• Identifying the conditional nature of the future stance prediction task and its
implications

• Continuous metric for quantifying user stance polarity and insights from fea-
ture importance methods in the future stance regression task

• Sequence model that considers atomic-level interactions between users for fu-
ture presence prediction
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Chapter 2

Background and Related Work

2.1 Relevant Literature

2.1.1 Opinion Dynamics

Past work on opinion dynamics in social media has generally assumed that knowl-
edge of a user’s "social neighbourhood" is known. One example of this is the list of
individuals a particular user follows on Twitter, which provides a general idea of the
types of tweets they are exposed to.

State-of-the-art performance opinion forecasting of Twitter users is achieved by
[De et al., 2016] who model user opinion as a continuous-time stochastic process.
The latent estimation of user opinion is affected by the range of sentiment expressed
in the user’s tweets, along with those made by their neighbours.

[Zhu et al., 2020] model stance dynamics over time using a Recurrent Neural
Network (RNN) model. In addition to the textual features of the tweets made by
an individual user in a given time period, the model also considers the features of
recent tweets made by their neighbours as additional context. Tracking user opinion
over time, they found that predictions made for periods where users did not tweet
(and thus made solely from the neighbourhood context) generally aligned with their
sentiment in future periods where they chose to participate.

[Das et al., 2014] find that while users are influenced by the opinions of their
neighbours, we cannot simply aggregate the views of the users in their neighbour-
hood to determine their future opinion. They propose that future stance is also
influenced by a user’s level of stubbornness (fixation on own ideas) and conformity
(tendency to adopt the opinions of others).

The above literature implies that knowing a user’s connections and neighbour-
hood is important in deriving their future opinion. Additionally, different users who
hold the same stance may react discordantly when presented with the same senti-
ments from their neighbourhoods due to individual tendency to stick to their own
beliefs or conform to others - suggesting that additional context around a user’s
behaviour must also be taken into consideration.

5



6 Background and Related Work

2.1.2 Network Features for Discussion Forums

While the above work seems to necessitate knowledge of a user’s neighbourhood net-
work in predicting stance dynamics, this is difficult to determine for social networks
that are primarily discussion forums - such as Reddit - where this type of information
is hidden or impossible to determine due to the types of possible interactions.

This network is approximated by [De et al., 2014] who consider discourse between
two individual users on Reddit as an undirected connection in their neighbourhood
and uses this to predict user sentiment regarding political topics on Reddit. Surpris-
ingly, this method performed better than the same models trained on Twitter data
that created neighbourhoods from examining each user’s follower data.

[Chua et al., 2007] find that measures of the overall network structure such as
centralisation (influence of prominent individuals who have a high level of connec-
tion) and inclusiveness (number of connections in the network) are significant factors
in predicting future participation on discussion forums.

The timing and ordering of atomic-level interactions on Reddit are also explored
by [Horawalavithana et al., 2021] who show that sequence modelling can be used to
incorporate these interactions and predict future thread engagement.

Despite the lack of more concrete network information compared to social media
websites such as Twitter, these findings show we can still obtain meaningful network
data from discussion forums such as Reddit from examining individual interactions
between users and their ordering, along with the type of users and level of interaction
present in the network.

2.2 Reddit Structure

In this project we focus on Reddit, an online social media platform with over 52
million active users each day and is used by 25% of adults in the United States
[Dean, 2021]. Discussions take place in a "subreddit", which can be thought of as
an overarching topic or category that categorises the discussions that occur inside.
Any user may start a new discussion by starting a new post in a given subreddit -
which creates a new thread. Users may then choose to comment a reply to one of
these posts or to another comment made inside the thread, starting a new nested
discussion. Figure 2.1 shows an example of such a nested discussion, along with a
topological representation of the discourse.

Unlike other forms of social media such as Twitter where there are clear meth-
ods of endorsement such as "following" another user to subscribe to their tweets or
"retweeting" another user’s tweet, this information is not as clear on Reddit. While
users may "upvote" and "downvote" posts, the purpose of this feature is to determine
the relevance of posts to the topic, with more relevant threads and comments appear-
ing higher based on their "karma" rating (although in practice many users use this
to express their sentiment on the post [Graham and Rodriguez, 2021]). Additionally,
information about which users have "upvoted" and "downvoted" particular posts is
not shown to others. While the lack of endorsement methods and use of karma sug-
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Figure 2.1: Structure of a Reddit discussion [Reddit, 2021]

gests that it is more difficult for filter bubbles to occur, this also makes it difficult to
determine the sentiment of users due to having information on only a subset of their
activity.

2.3 Dataset

The dataset used contains over 800,000 posts regarding the contentious topic of
Brexit, a referendum that left many dumbfounded in 2016 [Clarke et al., 2017] as
just under 52% of voters voted yes to pass the motion for the United Kingdom to
leave the European Union [BBC, 2020]. While the referendum occurred over five
years ago as of 2021, discussion in the Brexit subreddit remains vibrant due to reddi-
tors (Reddit users) dissatisfied with the result along with events such as the rejection
of the first white paper and resignation of Theresa May reigniting discourse around
the merits of Brexit.

In order to provide a distinction between current and future stance, the data has
been split into 27 time periods based on certain events that have occurred. Table
2.1 shows high-level information about which events have determined the split in
addition to the timeframe and number of comments each period spans.

The ground truth for the prediction task has been created by classifying the tex-
tual content of each post into one of three classes (Pro-Brexit, Against-Brexit, Neu-
tral). While the classifier will be discussed further in Section 2.4.2, we then aggregate
this to the user-level by labelling each user with the most frequently appearing class
in the posts they have made in a given period.

In Section 4.1 we find that this level of detail is too shallow and reformulate
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Period Start Date Comments Important Event(s)
1 2015/11/16 3367 Referendum, David Cameron resigns
2 2016/06/26 6265 Theresa May accepts Queens’s invitation to form government
3 2016/07/14 3084 UK House of Commons votes in favour of Article 50
4 2016/12/08 1466 Brexit is initiated
5 2017/01/27 2300 Two year process begins
6 2017/03/30 4102 Brexit negotations commence
7 2017/06/20 54505 White paper finalised, Secretary of State resigns
8 2018/07/09 23067 EU rejects white paper
9 2018/09/22 15385 Brexit withdrawal agreement published

10 2018/11/16 3718 Other 27 EU member states endorse withdrawal agreement
11 2018/11/26 25568 UK Government defeated in withdrawal vote
12 2019/01/16 54850 Second withdrawal vote is defeated; Extension vote passed
13 2019/03/15 9119 First request for Article 50 extension
14 2019/03/22 13414 Third defeat of UK Government
15 2019/03/30 9509 Second request for Article 50 extension
16 2019/05/25 27781 UK holds elections to European Parliament, Theresa May resigns
17 2019/08/29 78434 Boris Johnson becomes prime minister
18 2019/09/10 19662 MP’s reject motion to call general election
19 2019/09/25 18872 Supreme court throws out PM’s decision to prorogue parliament
20 2019/10/03 10608 White paper published outlining plan to replace Irish backstop
21 2019/10/18 17174 UK and European Commission revise agreement
22 2019/10/30 13546 Third extension of Brexit deadline
23 2019/12/14 30510 Conservatives win general election
24 2020/01/23 44958 Withdrawal Agreement Bill passes parliament
25 2020/02/01 12368 UK begins withdrawal from EU
26 2020/03/18 52131 EU publishes draft proposal for new partnership with UK
27 2021/01/01 215382 UK completes separation with EU

Table 2.1: Description of the timeframes the dataset is split into [Largeron et al., 2021]
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Feature Set Description Features

F0 Textual features - Textual features
- Stance at current timeframe

F1 User activity

- Number of initiated diffusions
- Number of submitted comments
- Quantiles of number of received comments per post
- Stance at current timeframe

F2 User activity per stance
- Number of comments submitted to posts from each stance
- Quantiles of the number of received comments of each
stance per post

F3 Diffusion overview
- Quantiles of the number of comments in diffusions the
user participated in per stance
- Stance at current timeframe

Table 2.2: Description of feature set used in previous work

stance as a continuous metric between -1 (polarised Against-Brexit) and 1 (polarised
Pro-Brexit), with 0 indicating a user has posted only Neutral stance comments in a
particular period.

2.4 Prior Work

2.4.1 Textual Content and Diffusion Overview Model

The past work this project aims to improve on utilised an earlier version of this
dataset containing only the first 15 periods in Table 2.1, with ground truth generated
using a stance classifier trained on Brexit Twitter data (achieving an F1 score of 0.88),
employing transfer learning to classify the Brexit subreddit data. [Largeron et al.,
2021] evaluated the effectiveness of textual features (F0 in Table 2.2) along with high-
level descriptions of users (F1, F2) and the discussions they participate in (F3) on
the future stance prediction task - given a particular user’s stance and comments in
period t, predict their stance in period t + 1.

While the feature sets include specific information about users such as the num-
ber of posts they have submitted directly to the Brexit subreddit (initiated diffusions),
number of submitted comments (replies) and their current stance, there is also a
high-level description of the types of threads a user engages in.

Feature set F3 computes the vector [Nsp1
t (u), ..., Nsp5

t (u)] for each percentile px ∈
{0, 25, 50, 75, 100}. Letting ys denote the vector containing the (normalised) number
of posts classified as stance s ∈ {ProBrexit, AgainstBrexit, Neutral} in each discus-
sion user u participates in, Nspx

t (u) represents the pxth percentile of ys for user u in
period t.

Examining this vector can provide insight into the types of discussions a partic-
ular user prefers to participate in, for example a large value of NProBrexit25

t (u1) may
indicate that user u1 engages mainly in discussions with a high number of Pro-Brexit
comments. On the other hand, a small value for NNeutral100

t (u2) suggests that u2 tends
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to avoid posts with a large number of neutral comments.
[Largeron et al., 2021] find that feature set F3 is able to achieve the best perfor-

mance, with a macro F1 score of 0.539 - outperforming models that include all four
features (which will be denoted as the F0123 feature set from now on). Given that
this is a 3-class classification problem, random guessing would produce a score of
0.33 (assuming an equally balanced dataset) suggesting that the classifier performs
relatively well compared to random chance. In Section 3.2 we find that the dataset is
in fact highly imbalanced. Random guessing results in an F1 score of 0.22 - implying
that this result is more impressive than it initially suggests.

Given that the F3 feature set considers only the number of comments of each
stance in each discussion, we seek to determine whether incorporating network-
level features i.e. information about the authors of the comments that the user has
interacted with can improve performance. In addition, we also wish to evaluate the
effectiveness of considering atomic-level interactions i.e. the actual structure of each
discussion thread as opposed to a high-level summary.

2.4.2 BERT Stance detector

While the results in Section 2.4.1 seem fruitful, the use of the Twitter classifier to
determine the stance of Reddit comments imposes an additional layer of uncertainty
that propagates throughout the rest of the process (Twitter classifier is used to clas-
sify Reddit comments → Reddit comments are aggregated to form user-level stance
predictions → future stance predictor uses these predictions for both current and
future stance ground truth).

A complementary project was undertaken by [Law, 2021] to improve the stance
classifier and train it on (Brexit) Reddit comment data as opposed to Twitter data.
To obtain actual ground truth for Reddit comments, they used Amazon Mechanical
Turk to pay real people to examine over 5895 comments in the dataset and determine
if they should be classified as Pro-Brexit, Against-Brexit or Neither (which we will
assume is the same as Neutral in this project for consistency with previous work).
Comparing the Mechnical Turk classes to the predictions made by the Twitter classi-
fier yielded the shocking finding that roughly only 25% of comments contained the
same class in both datasets. This was mainly due to the Twitter classifier predicting
"Neutral" for a significant number of comments that Mechanical Turk users anno-
tated with a non-"Neutral" stance - suggesting that the Twitter classifier is overly
cautious in predicting stance.

This has major implications for the previous work in section 2.4.1, suggesting that
the features must be reevaluated using a more accurate ground truth. In addition to
extending the dataset by almost two years (adding 12 additional periods of com-
ments), [Law, 2021] has trained a BERT (Bidirectional Encoder Representations from
Transformers) language model on the text of the comments in the dataset, using the
Mechanical Turk annotations as ground truth in order to produce a more accurate
Brexit comment stance predictor which achieves an F1 score of 0.55 on the extended
Brexit subreddit dataset. The work in this project utilises the stances from the BERT
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model along with the extended dataset to ensure more precise current stance predic-
tions are used in the resulting models and analysis.

2.5 Summary

In this chapter, we examine past work on opinion dynamics and the importance of a
user’s social neighbourhood in influencing their opinion. We discuss the difficulties
in approximating this network for discussion forums and examine how features such
as atomic-level interactions and overall network structure have been used to model
interaction and opinion dynamics.

We then provide an overview of the Reddit social media platform and discuss
the difficulty in determining user sentiment due to the lack of information available
outside of a user’s posts. We introduce the dataset along with current progress on
the future stance prediction task. However, we find that the quality of the data used
in previous work is quite poor compared to the real world ground truth. We address
this by exploring the more accurate BERT stance predictor that will be used for the
ground truth of individual comments throughout this project.

This poses the question of how well the feature sets used in previous work per-
form on this improved dataset. We will explore this in the next section, along with
evaluating whether network-level features can enhance these results.

Mishra et al. [2018]; Rizoiu and Xie [2017]; Kong et al. [2018]; Dawson et al. [2019];
Wu et al. [2019]; Zhang et al. [2020]; Rizoiu et al. [2016]; Rizoiu and Velcin [2011];
Unwin et al. [2021]; Mihaita et al. [2019c]; Kong et al. [2020]; Mihaita et al. [2019b];
Wu et al. [2020]

[Mihaita et al., 2019a; Wen et al., 2018; Mihăiţă et al., 2017; Monticolo and Mihăiţă,
2014; Mihaita et al., 2020, 2018; Mihăită and Mocanu, 2011; Mao et al., 2019; Shafiei
et al., 2022; Issa et al., 2014; Shafiei et al., 2020; Mihăiţă et al., 2014]
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Chapter 3

Future User Stance Classification

In this chapter we will first examine the skewed nature of the distribution of users
and comments in the dataset in Section 3.2. We also revisit the future stance classifica-
tion task and compare network-level features and models that incorporate user-level
interactions to the high-level descriptors used in past work in Section 3.3. In Section
3.4 We discover that this task goes well beyond a simple discrete classification prob-
lem due to the current labels being inadequate in capturing the nuances of user
sentiment and the conditional nature of the future stance prediction task.

3.1 Assumptions

We will first introduce simplifying assumptions made throughout this project regard-
ing the dataset. We assume that the stances for individual comments predicted by
[Law, 2021]’s BERT model are correct and treat them as ground truth. We also treat
each period defined in Table 2.1 as independent from external factors, with a given
user’s stance influenced only by their interactions in the previous period. Addressing
these sources of uncertainty ensures that the project can be reasonably scoped, how-
ever avenues such as the impact of external events and outside context on a user’s
stance provide motivation and direction for future research.

3.2 Stance and Transition Distribution

In this section we will explore the extended dataset to show the lopsided nature of
the stances of comments and types of users present in the dataset.

From examining Table 3.1 we can already see that comments posted in the Brexit
subreddit are heavily skewed towards the neutral class, which makes up 78% of
the comments posted. Additionally, the proportion of Against comments is almost

Comment Stance Against Neutral Pro
Proportion 0.14 0.78 0.08

Table 3.1: Distribution of the predicted labels for each comment in the dataset

13



14 Future User Stance Classification

User Stance Against Neutral Pro
Proportion 0.13 0.83 0.04

Table 3.2: Distribution of the predicted labels for each user in the dataset: authors
who appear in multiple periods are treated as separate users for each period they are

present

p
p+1

Against Neutral Pro

Against 386 1790 58
Neutral 1608 18425 431
Pro 73 511 44

Table 3.3: Matrix of the user stance transitions between periods p and p + 1, p ∈ [1, 26]

double the proportion of Pro comments, suggesting that participants in this subreddit
are generally more Against-leaning.

This is further exemplified when user-level stances are generated by aggregating
the most frequent stance of each user in a given period as done in previous work
by [Largeron et al., 2021]. Table 3.2 shows that while the number of Against users
is relatively proportionate to the number of Against comments made, only 4% of
users are Pro-leaning compared to the 8% of comments classified as Pro. While
this implies that the dataset is heavily unbalanced and should be taken into account
during evaluation, this is also partially due to the aggregation method used - which
will be discussed further in Section 3.4.

Tabulating the types of transitions that occur (Table 3.3) shows that the majority
of users transition to Neutral in period p + 1, regardless of their stance in period p.
This goes against the notion of polarised users, as we would expect most users to
remain in the same stance. While this could be regarded as insight, we will argue
that this is a result of categorising users into only three, very rigid, classes along with
the conditional nature of future stance ground truth in Section 3.4.

From the above observations, we see that both the stance of comments and types
of users who participate in discussions on the Brexit subreddit are highly Neutral-
leaning - with Against comments and users outnumbering those from the Pro class.
We also observe counter-intuitive behaviour regarding the stance transitions of users,
where most polarised users choose to switch to the Neutral stance rather than remain
polarised.

3.3 Network Features for Future Stance Classification

In this section we will introduce two different forms of network modelling and apply
them to the future stance classification problem. We then use the features from
previous work (recomputed on the improved dataset) as a baseline to compare the
performance of these models to.



§3.3 Network Features for Future Stance Classification 15

Figure 3.1: The 16 directed triads used in social network theory [Uddin and Hossain,
2013]

3.3.1 Triadic Closure Features

Triadic closure is a social network theory concept that revolves around the idea that
if two individuals, A and B, each have ties with another individual C, there is an
implicit connection between individuals A and B. Triads are the connections between
three individuals in a network. Figure 3.1 shows the 16 possible combinations of
triads in a directed graph.

We leverage this concept to produce features that aim to capture connections
between different users. Rather than utilising the 16 directed triads, we instead pro-
pose an undirected model (as done in the work by [De et al., 2014]) that considers the
stances of users in the triad definitions. In addition to the links between the users in a
triad, we incorporate a further distinction between the stances of each user. To avoid
confusion with the traditional definition of triads, we will refer to these as stance
triads. Figure 3.2 shows an example of three different stance triads - with nodes
colour-coded by stance (Blue: Pro, Grey: Neutral, Red: Against). While the stance
triads containing users ABC and DEF would be considered the same under tradi-
tional triadic closure theory, this notion of stances provides additional information
about the types of users an individual has interacted with.

Due to the explosion of feature space size when incorporating stance into triadic
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Figure 3.2: Examples of stance triads

Figure 3.3: Illustration of the multi-head attention mechanism in the GAT model

closure theory, we assume that there is no significant distinction between the direc-
tion of interaction and consider only undirected triads. We generate these stance
triad features by first computing a (undirected) network graph of all interactions
between users in a given period. For each unique stance triad, we assign a feature
value to each user by tallying the number of matching triads they are a part of. These
features were evaluated on the future stance classification task. The performance of
these models will be discussed in Section 3.3.3.

3.3.2 GAT Model

In addition to triadic closure inspired features, we also evaluate the effectiveness of
the Graph Attention (GAT) model which leverages the attention mechanism com-
monly found in NLP models. Predictions for a specific node in the graph are gener-
ated based on its own features along with features of neighbouring nodes. Attention
is used to weight neighbouring features based on their importance to the current
context.

An example of this can be seen in Figure 3.3 where a new representation for vector
h⃗1 is calculated as the weighted composition of its original representation along with
its neighbours h⃗2...⃗h6. α1n denotes the weight assigned to node n, i.e. how much
"attention" should be paid to n, in the new representation h⃗′1. The different coloured
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Figure 3.4: Random forest results Figure 3.5: GAT results

lines in the figure represent the multiple heads which are aggregated to form the final
representation - which can be attached to a classification head to produce predictions.

This provides a finer level of detail compared to stance triads as more than two
neighbours can be considered at a time. We leverage this approach by denoting the
users as nodes and assigning them features from both the F0123 and stance triad
feature sets. We then train the model on the future stance classification task.

3.3.3 Methodology and Results

In Figure 3.4 we present the results of random forest models trained on the F3 and
F0123 datasets from previous work and stance triad features along with evaluating
them both as the combined feature set F0123_triad. Due to the class imbalance,
macro F1-score was used throughout this project. The training methodology used
in the previous work was adopted for the random forest models, where stratified
3 fold nested cross-validation was used to select hyperparameters and evaluate the
selected models. The GAT models were trained by splitting the dataset into train,
validation and testing sets, and performing grid search to find the best performing
hyperparameters in the validation set. Final performance scores were obtained by
evaluating the best performing model on the testing data.

We can see a clear impact of the improved and extended dataset, with none of
the models coming close to the F1 score of 0.539 obtained by [Largeron et al., 2021]
on the Twitter-trained dataset. While all features clearly outperform the random
chance baseline of 0.22 macro F1-score mentioned in Section 2.4.1, the F0123 feature
set performs significantly better than using only the diffusion overview feature set
(F3) - producing contrary results to previous work.

The stance triad features perform very poorly compared to the other features,
achieving a score of only 0.330. Comparing the results of F0123 and F0123_triad
suggests little improvement from adding the stance triad features, improving test
F1-score from 0.368 to just 0.371.

Furthermore, the results from the GAT models (Figure 3.5) suggest that incorpo-
rating network features in the form of triads actually leads to worse performance.
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F0123 outperforms both triad and F0123_triad, and the random forest models score
better the GAT models trained on the features (with the exception of triad). We hy-
pothesis that the former is due to stances triads contributing little-to-no additional
information as the GAT model already takes into account relations between users
through performing attention between a user and all it’s neighbours (as opposed to
only two neighbours, as with triads). The GAT model likely outperforms the ran-
dom forest model when both are trained only on stance triad features due to having
additional information about the exact users that a given individual interacts with
(as opposed to only the types of the triads they are part of).

3.4 Issues Regarding User Stance and Presence

Against Pro Neutral Freq
0 0 1 0.31
1 0 0 0.10
0 0 2 0.09
0 0 3 0.04
1 0 1 0.04
1 0 2 0.02
0 0 4 0.02
1 0 3 0.02
0 0 5 0.01
2 0 0 0.01
0 1 0 0.01
1 0 4 0.01

Table 3.4: Frequency of different combinations of comment stances per user in a
given period with frequency ≥ 0.01

Introducing network features in the form of stance triads, along with the GAT
model in Section 3.3 did not appear to produce any meaningful improvement in the
future stance predictions. Additionally, in Section 3.2 we find odd behaviour where
the majority of polarised users become Neutral in the next time period. In this section
we will attempt to explain this by addressing issues and areas of uncertainty present
in the current approach due to the discrete stance aggregation method, along with
trends regarding user participation in the Brexit subreddit.

Although the current approach to classifying the stance of users by taking the
majority class of their comments is simple and intuitive, this leads to only extremely
polarised users being classified as either Against or Pro Brexit due to the skewed
nature of the comments in the dataset. This is likely one of the reasons for the sur-
prisingly low proportion of users classed as Pro Brexit in Table 3.2 when compared
to the overall distribution of comment stances.

In Table 3.4 we see that four percent of users posted one Against comment and
either two or three Neutral comments in the same period. Despite expressing some
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level of Against-Brexit sentiment, these users would be considered the same as an
individual who posted ten comments which were all Neutral. Some of the "Neutral"
comments made by these "semi-polarised" users were simply clarifications or words
such as "yes" or "agreed" which require more context to interpret. This suggests that
the current stance aggregation method is too naive and aggregates only based on the
extremes. More leniency in the user-level stances would allow us to better quantify
the stance and polarisation of a user.

Pattern Frequency
1 0.705
11 0.050
101 0.013
1001 0.010
111 0.009
10001 0.008
100001 0.005
1111 0.005
10000000001 0.005
1011 0.005

Table 3.5: Frequency of different user stay/leave patterns where 1 denotes a user
being present in the network for a particular period and zero denotes that a user is

not present

Table 3.5 shows the distribution of user presence in the network. We see that the
majority of users (over 70%) only ever appear in one period. Additionally, we note
that users who take a break from posting in the subreddit before returning (such as
patterns 101 and 1001) are not considered in the future stance prediction task due to
not appearing in two consecutive periods.

This indicates that our predictions are severely biased as the model is trained only
on the small number of users who choose to post in two consecutive time periods.
We must take care in our interpretations to consider the fact that the future stance
prediction task is actually conditional on the user choosing to participate in the next
period. This makes the original question of answering how interacting with different
opinions and views influences future stance much harder than initially anticipated
as we do not have information about the future sentiment of over 70% of the users in
the dataset.

3.5 Summary

In this chapter, we find that the poor performance of the Twitter comment stance
classifier used in the original work significantly affects the reliability of the presented
results. We examine the effectiveness of introducing network information in the form
of stance triads and considering all neighbours using the GAT model, however these
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do not appear to produce any meaningful improvement to the features used in the
previous work.

We find that this may be in part due to the naive assumption made that user
stance can be aggregated into just three discrete classes - resulting many users being
classified as "Neutral" when their actual stance may be more nuanced. Additionally,
we find that the majority of users choose not to remain active beyond a single time
period, which has major implications on the interpretation of our future stance pre-
diction models and their ability to answer our main research question. These insights
cause the original project to be significantly more complicated than the discrete clas-
sification task initially outlined due to requiring a new way to quantify user stance,
along with taking into account the conditional nature of our predictions.

To address the first issue, we will introduce a continuous notion of user stance in
Chapter 4. We will then address the users not accounted for in the stance prediction
task by considering a new question in Chapter 5 - what makes people leave?



Chapter 4

Future User Stance Regression

In this chapter we will introduce and explore a continuous metric for quantifying the
stance of users. We will then use this metric to create high-level network features
that provide insight into the types of interactions that occur on the Brexit subreddit.
After this, we will evaluate the effectiveness of these features on the future stance
regression task and apply the SHAP feature importance framework to interpret how
the best-performing model makes its predictions.

4.1 Continuous Polarity Metric

We define polarity for a user in a given period ∈ [−1, 1] as

1
2
(

P − N
P + N

+ 1)− 1
2
(

N − A
N + A

+ 1) (4.1)

where P: number of Pro posts, N: number of Neutral posts, A: number of Against
posts by that user in the period. This weights both the number of Pro and Against
comments made by users against the number of Neutral posts made. This provides
a more nuanced overview of an individual’s stance and their level of polarisation. A
user with polarity 1 is very clearly Pro-Brexit, while a user with polarity 0.10 may
be slightly Pro-Brexit leaning but still uncertain - the latter user would be one of the
"undecided" users that would be targeted if we wanted to sway user opinion.

One note of caution for this metric would be that if a user posts an equal num-
ber of Pro-Brexit and Against-Brexit posts, they would be assigned a polarity of 0 -
identical to users who post only Neutral comments. While this may abstract away
any distinction between the groups (perhaps users in the former group should be
categorised as "indecisive" rather than Neutral), in practice this does not affect many
users. Less than 4% users posted an equal (non-zero) number of Pro-Brexit and
Against-Brexit comments, with 70% of them posting a comment with exactly one of
each stance. Thus we will ignore this nuance, however accept it as a valid concern
for datasets with a larger proportion of such "indecisive" users.

Looking at the distribution of polarity in Figure 4.1, we can immediately see the
impact of switching to a continuous metric. While there are pockets of extremely
polarised users at either end of the spectrum, we also see varying levels of polarity

21



22 Future User Stance Regression

Figure 4.1: PDF of polarity distribution for all users across all periods

between the neutral stance and completely polarised. Much like when using discrete
labels, the majority of users are considered "true Neutral" (polarity = 0) - however
the proportion of users with a polarity of 0 is 58%, compared to the 0.83 calculated
in Table 3.2 for discrete classes, implying that this metric provides a higher level of
granularity of how "Neutral" these users are.

We also examine the distribution of users who are considered "Pro-" (polarity >
0) or "Against-" (polarity < 0) leaning in Figure 4.2. To account for the relative size
of each group we plot the cumulative density (CDF) rather than the PDF. We see no
major differences in the shapes of these curves, suggesting that the distribution of
individuals within each group is relatively similar. However, it is worth noting that
the cdf of Pro-leaning users grows more quickly than Against-leaning users. This
suggests that Against-leaning users are generally more polarised, however this effect
appears to be very slight and may be influenced by the previously mentioned fact
that the dataset contains substantially more comments labelled as Against than Pro
(Table 3.1). This may also suggest the effect of selective exposure, as the relative
dominance of Against-Brexit sentiment compared to Pro-Brexit may attract more
polarised Against-Brexit users to the subreddit.

4.2 Edge Polarity Features

Due to the stance triad features requiring a discrete notion of stance to "colour"
each node, they cannot be directly be used as features when stance is quantified
as a continuous metric. We will evaluate two features that take advantage of the
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Figure 4.2: cdf distribution for absolute polarities of "Pro-leaning" (polarity > 0) and
"Against-leaning" users (polarity < 0)

continuous polarity metric: interaction polarity and edge homogeneity.
For any individual i, we denote the n⃗i as the vector containing all users that i has

interacted with (replied to or received a reply from) in a given period. We also define
the function polarity(u) as the continuous polarity of user u - so polarity(i) would
express the polarity of user i and polarity(⃗ni) is the vector containing the polarity of
each user in n⃗i.

interaction_polarity(i) = polarity(⃗ni) (4.2)

edge_homogeneity(i) = polarity(i) ∗ polarity(⃗ni) (4.3)

We define interaction polarity in Equation 4.2 as the polarity of each individual
that user i has interacted with. This provides a high level summary of the types of
individuals that i has engaged with - perhaps they choose to talk only to users that
lean towards a particular stance, or those with low levels of polarisation. However,
this does not incorporate the context of the interaction.

To remedy this we utilise edge homogeneity - which has previously been used in
literature to investigate homophily and cascade dynamics [Del Vicario et al., 2016].
Given that the continuous polarity metric is bounded between [−1, 1], taking the
product of the polarity of two interacting users provides insight on the circumstances.
A positive value indicates discourse between two agreeing users, while a negative
value indicates the opposite. The value of this metric also quantifies the intensity of
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Figure 4.3: CDF of network features

this interaction e.g. a value of -1 implies discussion between two extremely polarised
users that disagree with each other.

Thus we denote edge homogeneity as the product of the polarity between a user
and all individuals they interact with in Equation 4.3. This provides additional infor-
mation about the types of interactions that a user participates in when compared to
the actual polarity of each user.

In Figure 4.3 we examine the interaction polarity and edge homogeneity of each
user by taking the mean of each vector and plotting the distribution. We notice that
the majority of mean interaction polarities lie below zero. This is not surprising due
to the Against/Neutral-Brexit leaning composition of post and user stance labels that
we have previously observed.

Additionally, the proportion of users with a negative mean edge homogeneity is
very low and almost 40% of the user-level interactions are "positive". This suggests
evidence of an echo chamber effect, as users rarely engage with individuals that have
opposing beliefs.

4.3 Future Stance Regression

Due to changing from a discrete to continuous metric for polarity, we now have
a regression task rather than a classification task for predicting the future stance of
remaining users. We incorporate the edge polarity features in the previous section by
calculating the five number summary {min, 1st quantile, median, 3rd quantile, max}
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Figure 4.4: Random forest regression results

for each user’s interaction polarity and edge homogeneity vectors and using these
as features along with user’s current polarity and mean interaction polarity/edge
homogeneity.

We train random forests model on the future stance regression task with each of
these feature sets along with the F0123 and Fall (combination of all features) using
the same 3 fold nested cross-validation methology used for the future stance classi-
fication task in Section 3.3.3. Due to the continuous nature of predictions, we cannot
calculate an F1-score and instead use Root Mean Squared Error (RMSE) for evalua-
tion. We use the loss when trivial predictions are made for all users (i.e. zero, the
mean and median of all polarities in the training set) as a baseline for comparison.

4.3.1 Results

We examine the results in Figure 4.4, noting that lower is better when comparing
loss. While all feature sets perform better than the trivial baselines, the edge polarity
features do not appear to provide any additional useful information when compared
to the F0123 feature set - in fact, combining the edge polarity features with F0123
results in a (slightly) higher loss.

This suggests that the features are too high-level in the information about the
user network they provide - we only calculate the polarity of immediate connections
in each user’s social neighbourhood.
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4.3.2 SHAP Feature Analysis

To interpret the best performing model (F0123) we use the SHAP (SHapley Additive
exPlanations) framework to determine feature importance and quantify the impact
of feature values on predictions [Lundberg and Lee, 2017]. This is a game-theoretic
approach to feature importance that aims to quantify the contribution of each feature
to the final "payout" (prediction).

For each input to the fitted model, SHAP values are calculated for each one of
it’s features. We define the base value as the mean of all predictions. The SHAP
value of a feature for an input is how much it influences the prediction from the base
value. Adding together all the SHAP values for each feature along with the base
value produces the final prediction for the input. Due to the potentially competing
nature of these values they can be thought of as "forces", pushing and pulling the
base value in different directions.

An illustration of these forces in action can be see in the force plot in Figure 4.5.
We can see that the base value for the regression is -0.1889 and the final prediction
of this particular user’s future polarity is -0.22 (bolded). The plot shows the impact
of different features on the regression result. We see that the features with the most
impact on the final prediction are Polarity (the user’s polarity in the current time
period) - which was -0.1175 in the current time period, pA-75% and pA-50% (the
meaning of these feature names will be explained shortly). Note that the equated
values are the values of each feature for the user, not the SHAP values. From the size
of the bar, we can see that the "force" (SHAP value) of the pA-75% feature was around
-0.04 - pushing the model to lower the predicted value (i.e. more left-leaning). After
these values have been calculated for all features and all users, we determine the
overall impact of each feature by averaging the absolute values of its SHAP values
for all inputs.

Features px-y% where x ∈ A, N, P, y ∈ 0, 25, 50, 75, 100 are the diffusion overview
model features (F3) introduced in Section 2.4.1. To briefly recap, if vector d⃗x contains
the proportion of posts of stance x (A, N, P represent Against, Neutral and Pro
respectively), px-y% is the value of the yth percentile of this vector.

Figure 4.6 shows the SHAP value plot for the 5 most significant features (in de-
scending order of significance). This is a three-dimensional plot (the third dimension
being colour) of each feature’s influence on the predictions of input (i.e. user). The
x-axis denotes the SHAP value of each feature on the given user’s prediction. The
density of these values is represented by the number of dots (individual users) in the
area. Finally, colour denotes the relative value of the feature for a particular user.

It is clear that Current Polarity has a major influence on predictions. The big
red cluster for "Polarity" implies that users with a high polarity value (e.g. Pro-
Brexit) encourage the model to predict a higher future polarity value (compared to
the baseline). The sea of blue dots on the left of the zero line suggests a similar effect
for users with lower polarity values (i.e. Against-Brexit) who encourage a lower
future polarity prediction, however the effect is less pronounced (likely due to the
baseline already being a negative polarity). This indicates that users who choose to
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Figure 4.5: Example of a SHAP force plot

remain active (recall that this is a conditional problem) generally do not change their
opinion.

The SHAP value plot also implies that the level of Against-Brexit sentiment in the
discussions the user engages in also has a strong impact on the future stance predic-
tion. Participation in mainly Against-Brexit leaning discussions (i.e. high values of
pA − 50% and pA − 25%) correlates to lower future polarity predictions. This is also
the case for pA − 75%, which implies that participating in even a small number of
highly Anti-Brexit dominated discussions encourages the future polarity prediction
to lean towards Against-Brexit. A similar (but smaller effect) exists for the Pro-Brexit
sentiment, which can be seen by the plot of pB − 75%.

While this appears to suggest that users who have participated in discussions
with high levels of Against-Brexit comments and choose to participate again in the
next period are more likely to form a negative sentiment towards Brexit, this is more
likely a result of the echo-chamber effect. Recall that the majority of mean edge
homogeneities in Figure 4.3 were greater than or equal to zero.

Instead, we posit that users who remain in the system are generally rigid in their
beliefs, and choose to keep participating in echo-chambers that reaffirm their own
ideals.

4.4 Summary

In this chapter we introduce a continuous notion of polarity and demonstrate how it
introduces further context about a user’s stance along with their interactions by con-
sidering the polarity and edge homogeneity of the individuals they have interacted
with.

While useful for profiling the network, these features do not appear to be pow-
erful enough to provide additional information for the regression of future stance
when compared to features from previous work.

Applying feature importance methods to the regression model suggests that po-
larity in the current time period along with the level of Anti-Brexit sentiment in the
discussions that users participate have a significant impact in the model’s predictions.

We interpret the SHAP value plots and deduce that users who choose to remain
in the network are polarised and unlikely to be swayed.
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Figure 4.6: SHAP values for the five most significant features in the F0123 random
forest model for future presence



Chapter 5

Future Presence Analysis

In the previous chapter, our predictions and analysis were conditional on users re-
maining in the system. However, this makes interpretation difficult along with leav-
ing out the majority of users in the dataset. In this chapter, rather than focusing on
the users that remain, we ask ourselves: what makes users leave? We tackle the fu-
ture presence classification task - i.e. given a user’s behaviour and interactions in this
time period, will they also remain active in the next period? Unlike the future stance
prediction task, we have complete knowledge regarding the presence of each user in
a given time period so our interpretations are not conditional on the user remaining.
The ground truth is also not influenced by the uncertainty of a stance predictor. In
Section 5.1 we first explore two features that when combined provide a high-level
overview of the user’s interaction and participation habits. We will fit and interpret
future stance classification models to evaluate these features in Section 5.3. Section
5.4 then introduces a pipeline that uses sequence modelling to model atomic-level
interactions between users.

5.1 Activity and Degree Features

To introduce additional network information that complements the edge polarity
features explored in Chapter 4, we attempt to quantify the size and diversity of
interactions a user is involved in.

We first define degree as the number of unique users that an individual has in-
teracted (replied to or received a reply from) with in a particular period. Note that
this is an undirected measure of connection as it does not consider the direction of
interaction, but provides a general overview of the size of a user’s neighbourhood.

We then define activity as the number of comments that a user makes in a given
period. This is a measure of how often an individual chooses to interact with the
network.

Looking at both features allows us to gain insight about the posting habits of a
user and the types of content they post. For example, high activity and high degree
suggests that the user is very active and chooses to engage in discourse with many
individuals (even if they do not receive many replies). On the other hand, low activity
and high degree may indicate that a user posts particularly interesting or provoking
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Figure 5.1: log distribution of User degree

content that sparks many replies.
Figures 5.1 and 5.2 suggest that both these features follow long-tailed distribu-

tions, where there are many users with low values for these features and very few
with extremely high values. This is consistent with past observations regarding social
network behaviour [Du et al., 2012].

5.1.1 Leave heat map

To examine the correlation between activity and degree on future presence, we plot
these features against each other in Figure 5.3. For each "bucket" bad : a, d ∈ [0, 24],
we calculate the proportion of users with activity ∈ [pactivity(a), pactivity(a + 4)) and
degree ∈ [pdegree(d), pdegree(d + 4)) who choose to participate again in the next period
- where px(y) is the percentile function for feature x.

The bottom left and top left quadrants suggest that a higher level of degree and
activity correlates with a higher level of future participation, which is intuitive as
users who are more engaged with the subreddit would likely want to come back.
However, there is also a very prominent section of users who choose to remain that
contains users above the 96th percentile of degree and between the 44th and 64th
percentiles of activity. These users have a very high level of degree but comparatively
lower activity, suggesting that they post sparingly compared to the number of replies
they receive.

It turns out that due to the extreme combination of values, only two users are
present in this area. Both users are very Anti-Brexit polarised (polarity -0.5, -0.667)
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Figure 5.2: log distribution of User activity

and contributed two and three times respectively. While the second user appears
to have incited attention for submitting a failed attempt at comedy, the first user
is present in nine out of the twelve periods since they first started posting on the
subreddit. In all but one of these periods (in which they were classed as neutral),
they were labelled as Anti-Brexit leaning and exhibited a similar trend of posting a
small amount compared to their level of degree.

Looking at the posts made by the first user, they generally appear to be more
humour-based or extremely polarised opinions rather than attempts to start discus-
sion. Examples of their content include: "But but fish, blue passports blah blah",
"Stop the madness. Stop Brexit.", and "You underestimate the power of the blue
passport!"

This suggests that the user chooses to keep returning due to positive reception
to their jokes (which aim to make fun of those on the Pro-Brexit side) and/or to
continue sharing their polarised opinions.

5.2 Influential Users

While we have investigated the effect of a user’s own neighbourhood on future pres-
ence, this begs the question: how does interacting with extreme users - individuals
with a significantly high level of activity and/or degree - affect future behaviour?

We consider "extreme" users to be those at or above the 99th percentile of degree
and/or activity. We create two contingency tables, Tables 5.1 and 5.2, depicting the
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Figure 5.3: Activity-polarity percentile leave map
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Remain Leave
Interact with extreme activity user 14259 14184
Does not interact with extreme activity user 9743 20963

Table 5.1: Contingency table of users who remain/leave given their interaction/lack
of interaction with users with degree above the 99th percentile

Remain Leave
Interact with extreme activity user 13234 13190
Does not interact with extreme activity user 10768 21957

Table 5.2: Contingency table of users who remain/leave given their interaction/lack
of interaction with users with activity above the 99th percentile

number of users who remain or live, separated by whether or not they have inter-
action with a high degree/activity user. Note that (unsurprisingly) 73% of extreme
users belong in both categories - so there is considerable overlap.

Assuming the null hypothesis that the proportion of users who remain active in
the next period given that they have interacted with a user with extreme degree/ac-
tivity is no different to the proportion of users who remain active who have not
interacted with such users, we conduct Chi-squared contigency tests on both tables.

This produces Chi-squared statistics of 2072 and 1788 for degree and activity re-
spectively, corresponding to p-values of practically 0. Under a confidence level of
α = 0.05 we reject the null hypothesis and conclude that there is a significant differ-
ence between these groups of users. We can infer the direction of this relationship
by looking at the difference in remain and leave rates between each category in the
aforementioned tables to see that this implies interacting with extreme users corre-
lates significantly with remaining active in the next time period.

This supports the ongoing hypothesis throughout this thesis that taking into ac-
count network level interactions provides additional information in modelling future
user behaviour.

5.3 Random Forest Classification and Analysis

We generate a random forest baseline for the future classification task using the same
methodology as the previous future stance classification and future polarity regres-
sion tasks (stratified 3 fold nested cross-validation), however this time we predict
the presence of each user in the next period. We denote leaving the network with
class 0 and remaining with class 1. We combine the previously discussed interaction
polarity and edge homogeneity feature sets with each user’s degree and activity to
produce the Fnet feature set. Like before, we also evaluate the F0123 feature set and
Fall - the combination of Fnet and F0123.

The F1-scores in Figure 5.4 suggest that while all models perform much better
than random chance (0.5 F1-score for a two class classification problem), there is
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Figure 5.4: Random forest results on future presence classification task

little additional information added by Fnet. While there is a performance increase
from adding the Fnet features to F0123, it appears to be negligible.

As remaining present in the next time period is class 1, a positive SHAP value
in Figure 5.5 implies the feature value encouraged the model to predict the user
to remain. We can see from the red clusters for pB − 100% and pA − 100% that
participating in at least one highly polarised discussion greatly influences the model
into predicting remain. We also observe interesting behaviour that a high value
for pA − 0% (implying that the user engages only in very polarised Against-Brexit
discussions) actually decreases the likelihood of remaining. We observe a similar
phenomena for feature pN − 0%, where participating only in predominantly neutral
threads is associated with leaving - however this agrees more with previous insights
regarding mainly polarised users remaining in the system.

5.4 Sequence Modelling

While the models discussed in this thesis consider high-level summaries of discourse
and network features, they do not consider atomic-level interactions (e.g. a coher-
ent stream of individual responses and replies throughout a discussion thread). We
propose a bi-directional Long Short-Term Memory (LSTM) sequence model to incor-
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Figure 5.5: SHAP values for five most significant features in Fall random forest model

porate the structure of a thread into the decision making process by treating each
comment as part of a sequence and processing them one at a time.

To help understand the process better we first examine Figure 5.6, which is a tree
representation of a discussion thread to be processed. Each circle (node) represents
a comment in the discussion, with the top-most node being the root comment that
starts the thread. Nodes are colour-coded based on the author of the comment.
Finally, each comment is annotated with letters representing the order in which each
comment was posted (lexicographical order starting with A).

We now turn our attention to Figure 5.7, which provides a high-level overview
of the overall pipeline. We propose two methods for the order in which comments
are processed by the model: chronological, where comments are ordered by the time
they are posted (would result in the nodes in the diagram being ordered alphabet-
ically) and discussion-based (pictured) which is inspired by the depth-first search
technique. Discussion-based ordering begins with the root node and proceeds with
the earliest posted child of the root node. We continue this process, traversing down
the discussion tree until we reach a "leaf" comment. We then traverse back one level
to the parent and select the next oldest child until we hit another "leaf" comment or
all children have been explored in which we would traverse back another level and
the process would repeat until all nodes are exhausted.

We hypothesise that the discussion-based method more accurately mimics the
way in which discussion threads are read. When reading a forum, users typically
traverse down a chain of replies before moving onto another set of discourse rather
than reading through all the top-level comments, then the children of these comments
etc. - using this to way flatten threads may provide a more accurate context around
the interactions occur between different users.

Once we have determined the sequence in which comments will be processed, we
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Figure 5.6: Discussion tree processed in the pipeline in Figure 5.7

obtain features from the author of each comment and feed them to the model. Since
replies may also influence the behaviour of the user being replied to, we model the
process in both directions and sum the representations. We then output a prediction
about whether the author of the comment will remain in the next period or leave
the system. Finally, we pool the predictions made for each user and take the most
frequently predicted class to produce a user-level prediction of future presence.

5.4.1 Methodology

The internal LSTM model is trained on comment-level predictions of future presence.
We determine the optimal hyperparameters using a 5/6 train and 1/6 validation split
and train using an Adam optimiser with Cross-Entropy Loss. We evaluate prediction
performance at the user level to maintain comparability with other models. However,
simply computing predictions for all the authors in the dataset trivialises the task as
the model already has access to all the labels during training.

Instead, we split the users into a train and test dataset (75/25 split). In the
comment-level train and validation sets we hide the label of comments made by
all users present in the test set. Loss calculations also ignore the predictions made
for comments by these these users. After the final model has been selected, we eval-
uate the aggregated stance predictions of only the users in the test set. This approach
solves the issue of not exposing the model to any labels in the test-set, while allowing
the comments made by these authors to remain part of the training process - which
is extremely important given that we are trying to model atomic-level interactions.
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Figure 5.7: Sequence model pipeline

5.4.2 Preliminary Evaluation

Due to the amount of time it takes to train and fine-tune this complex model, we
are able to perform a preliminary evaluation only on a subset of the available data.
We use only comment data from up to and including period 14 (Recall Table 2.1)
and train on the Fnet feature set due to it containing significantly less features than
the F0123 set. For a baseline, we retrain the random forest classifier in the previous
section using only Fnet features from the same timeframe to ensure a fair comparison.

The huge gap between the chronological ordering and other features in Figure
5.8 immediately stands out. Despite training on many different hyperparameters,
the performance of this model barely improved. While this may be due to poorer
performance of the ordering, given that random chance would produce a score of
0.5, the difference suggests that this needs to be looked into further to determine if
this was a result of an implementation error.

Comparing the discussion-based ordering and random forest baseline suggests
that these models perform very similarly on the data. Given that the limited knowl-
edge provided by the feature set (current polarity and the types of interactions that
occur) is likely what would already be inferred by the model (due to knowing the
current polarity of each user along with a general idea of who they interact with),
this result is not very surprising.

However, this does bring up the question of what types of features would be
useful. One such idea would be to incorporate textual features such as representa-
tions from the BERT stance predictor by [Law, 2021]). This is a promising avenue
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Figure 5.8: Results of sequence model (and sequence ordering) compared to random
forest baseline
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as it would provide additional context for the interactions that occur. If textual in-
formation was available comments such as, "agreed", could become more powerful
predictors of stance dynamics as we could likely infer that they sympathise with (and
perhaps even endorse) the sentiment of the user they are replying to.

5.5 Summary

In this section we explore the future presence task in an attempt to answer the ques-
tion why do users leave? We find that measures of participation and interaction such
as activity and degree positively correlate with a user’s desire to remain active. We
also find that users with extreme values of activity and degree have a significant level
influence over the individuals they interact with in regards to future presence. Exam-
ining feature importance on the future presence task suggests that users who remain
tend to have participated in a polarised discussion. Finally, we propose a sequence
based model to take into account individual interactions between users and provide
suggestions for future direction in this area.
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Chapter 6

Conclusion

Throughout this thesis, we have investigated various avenues for modelling and un-
derstanding stance dynamics for users on the Brexit subreddit. We have used these
features and models to analyse the types of interactions that occur, along with ob-
serving the impact of specific features on future user behaviour. Finally, we provide
a solid foundation for conducting future work in this area.

6.1 Summary

To summarise, we have presented:

• Relevant literature on opinion dynamics and the importance of a user’s social
neighbourhood in addition to previous work on the dataset.

• Issues with the discrete classification task and the implications of future stance
being contingent on future presence.

• Continuous polarity metric for user stance and insight about the polarity of
users who choose to remain active

• Insight on measures of individual user participation and interaction.

• Sequence modelling pipeline that incorporates individual interaction transac-
tions between users.

6.2 Future Work

Due to the complex nature of this task, many simplifying assumptions were made
in the modelling process that could be lifted to explore new avenues that involve
additional information such as:

• Incorporating additional Reddit features such as the ratings of each post (up-
votes, downvotes), a user’s karma rating (total received upvotes - total received
downvotes)

41
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• Modelling the outside context based on real-world events that occured and/or
discovering trends or seasonal patterns in user behaviour

• Improving the balance of the dataset by incorporating comments from other
Brexit-related subreddits

There are also a myriad of future directions that this work could be taken, notably:

• Improving the sequence model pipeline and incorporating textual content fea-
tures.

• Refining the analysis to uncover specific interaction patterns that influence user
behaviour.

• Revisiting the notion of user neighbourhood (and perhaps the GAT model) for
the future presence task.

As iterated throughout this work, the problem of how interacting with different
views affects future stance is a lot more complicated than initially expected and
presents a wide range of potential opportunities.
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