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Abstract

Recent years have seen an increase in online disinformation, and the consequences of

ineffectively combating it, such as the growth of the Q-Anon movement. Fact checking is a

necessary part of combating disinformation, however many aspects of the practice are not

well understood, and platforms have struggled to fight the spread of disinformation. This

project presents a new methodological approach to investigating the quality and reliability of

information of URLs involved in fact checking on Twitter, in order to better understand the

role of fact checks in counteracting misinformation on social media. This study details:

• New approach for classification based upon the content of the tweet

• Creating a method to measure the quality of URLs, specifically addressing the

reliability of their information

• Identifying co-occurrences of different types of classified tweets, and analysis into

their different interactions

• Analysing veracity and source alignment

Keywords: Fact checking, Misinformation, Twitter, Social media, Australian politics.
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CHAPTER 1

Introduction

1.1 Introduction

1.1.1 Motivation

Fact checks are themselves, not fully understood in that, they are an incredibly diverse

interaction with countless factors influencing how they initiated and consumed. My project

will investigate how fact checks have an influence in counteracting disinformation spread

through social media. With a particular emphasis on user-to-user interaction on Twitter,

where one individual fact checks another by sending them a URL used with the intention of

debunking false information, this process is called an "organic fact check". Our intention is to

investigate how effective this style of fact checking is; and to understand how often it occurs,

why individuals accept/reject certain fact checks and how organic fact checks influence the

spread of misinformation.

1.1.2 Objectives

Our objectives for this project are, to:

• Structure the raw tweets in our dataset, such that we can identify when a fact check

occurs,

• Make a classification based upon the content of the tweet,

• Create a method to measure the quality of URLs, specifically addressing the reliabil-

ity of their information,
1



2 1 INTRODUCTION

• Identify co-occurrences of different classes of classified tweets (i.e. disinformation

to debunking),

• Understand the different interactions of sources (URLs) on Twitter,

• Understanding veracity and source alignment.

1.1.3 Contribution

This project presents a new methodological approach to investigating the quality and reliability

of URLs involved in fact checking on Twitter. We outline the process that we undertook,

present our statistics to show the effectiveness of our results. Furthermore it provides a

demonstration of the frequency and characteristics of ’organic user-driven fact checking’ on

Twitter.



CHAPTER 2

Literature review

Fact checking is the practice of systematically publishing assessments of the validity of claims

made by public officials and institutions with an explicit attempt to identify whether a claim is

factual [38]. The practise has grown in the public sphere, seeing a 900% and 2000% increase

for newspapers and broadcast media respectively [38]. The increasing utilisation of social

media as an outlet for political discussion and news consumption, has seen the popularisation

of ‘fake news’, and consequently, fact checking’s importance in the social media sphere.

Several psychological phenomena are known to influence an individual’s openness to fact

checking. ‘Motivated reasoning’ is a theory that outlines people’s tendency to dismiss

information that conflicts with their pre-existing beliefs or world view, due to the psychological

discomfort of shattering such perceptions [38]. Evidence has shown that political supporters of

the Republican Movement in the United States are generally more inclined to this phenomenon,

showing greater acceptance of information that supports their views, and dismissal of those

that don’t. Additionally, conservatives in the United States have a more distrustful view of

mainstream media outlets. Whereas Democrat supporters are equally receptive to information

that supports and contradicts their world view.

Fact checking is a relatively uncommon occurrence in public settings. With research positing

this because of social context, describes how individuals only tend to instigate fact checks

when their social context encourages it [16]. A 2017 study investigated the relationship

between social connections and fact checking. Observing instances of fact checks on Twitter

that involved a direct reply containing a URL to the website Snopes.com and collecting the

friendship data between the individuals. They observed that fact checks were effective in

only 39% of cases when the two individuals did not previously know each other, and that

3



4 2 LITERATURE REVIEW

73% of fact checks were had mutual friends [16]. They also found evidence showing a

positive correlation between the size of a fact checkers online following (compared to the

user being checked) and the likeliness of the fact check being accepted [16]. However, the

sole inclusion of cases using Snopes.com can be seen as a limitation. A researcher, Soroush

Vosoughi performed a study on fact checking’s effect towards rumour diffusion on Twitter.

Their method consisted of collected a list of six fact checking URL’s.

Fact checking originating from mainstream outlets has been scrutinised by research, finding a

negative correlation between the ‘sophisticated language’ and the perceived accuracy of an

article, and articles that use the so called ‘implied truth effect’, which involves dismissing

articles as fake news. [38]. Furthermore, the use of ‘truth scales’, when a fact checking article

used a scale to visually summarise the truthfulness of a claim, was shown not only to be

ineffective, but counterproductive in convincing users of their findings[38]. Fact checking has

that refutes an entire message as opposed to portions of a message, have been shown to be

substantially more effective [38]. See more in [3, 4, 11, 13, 22, 23, 27, 30–32, 36, 40–42].

Major social media platforms such as Facebook and Twitter several methods to prevent

disinformation spread. Facebook uses algorithms to detect possible fake news and employs

certified fact checkers to review its status [6]. These fact checkers can embed warning

alongside content labelled as fake news, warning users to this rating, and explaining why

this was done. They also warn users who frequently post fake news stories. Twitter uses

similar methods, embedding whether a link is Misleading information, Disputed or Unverified

[29]. Twitters solution is relatively new, resulting in a lack of research as to its specific

effectiveness, however research has shown that Facebooks warning discourage users from

sharing content labelled as fake [17]. However, such a method has faults. The small teams of

fact checkers cannot successfully address the sheer volume of rapidly shared, and evolving

misinformation. Furthermore, platforms algorithms can severely hamper this style of fact

checking, as admitted in Facebook internal documents [2]. Facebook state that they rely

upon detection of doubt and conflict in discussions as a method to instigate a fact check

but relent that the communities most responsible for the perpetuation of misinformation are
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homogeneous, thus due to motivated reasoning, unlikely to correct themselves. See more in

[10, 14, 18–20, 24–26, 28, 34, 35, 39].

Misinformation is understood to spread with greater speed than truths and outpace fact

checking attempts [2]. A 2018 study on Twitter showed that “It took truth about six times

as long as falsehood to reach 1500 people” [37] . Misinformation related to political topics

spread with more speed and reach than any other topic, followed closely by urban legends

and scientific information. Another study investigating the spread of rumours on Facebook

in the form of images found that individual ‘organic fact checks’ on viral posts were not

necessarily definitive in establishing the posts nature as true or false, owing to the large

volume of comments that unintentionally drown out fact checks, but contributed to the

eventual establishment of factuality [5]. See more at [1, 7, 8, 14, 15, 20, 21, 33–35, 39, 43].

The spread of mis/disinformation due to bots is a contentious topic. Vosoughi’s study

concludes that bots as not particularly significant to the spread of misinformation, achieving

the same results before, and after removing identified bots [37] . Furthermore, it is incredibly

difficult to reliably identify the difference between Disinformation (the spread of misleading

information with intention to mislead or further a conflicting cause) and Misinformation (the

spread of information that is misleading, without a malicious intent).

Hence, I have identified several gaps in our understanding of how fact checking effects the

spread of misinformation: First, there is a lack of understanding of fact checking in an

Australian context. There have been almost no studies on social media fact checking in

an Australian context, and understanding the dynamics of fact checking within Australia’s

unique political environment will help identify how to design more effective fact checks, and

combat misinformation on Australian social media.

Second, current research does not compare the difference in effectiveness of organic user

driven fact checking in online discussions compared to official fact checking accounts.

Studies have been conducted on each; however, these have been isolated studies. Directly

determining the effectiveness between the two could provide: organisations with a better

understanding of how to engage their audience, individuals with an understanding as to their
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influence or new approaches, and social media platforms to adjust their methods to further

combat misinformation.

Third current research does not substantially investigate if there is a difference between

the effect that fact checking URLs from a wide range of sources. There is some evidence

to support political supporters from separate parties reacting differently to fact checking [9].

However, this been exclusively investigated utilising American political parties and a small

number of mainstream sources. There has been little research comparing the impact of a wide

range of fact checking sources, including the non-mainstream.

Fourth, can the effectiveness of organic fact checks be correlated with an effect on the

speed and spread of misinformation? Current research focuses on determining the spread

of rumours and analysing how a fact checking URLs caused any effect, or determining if a

fact check elicited a individual positive or negative reaction. However, we do not have a great

understanding of how a fact check is effective on an individual level.

2.1 Thesis Statement:

My thesis is that organic fact checking influences the spread of misinformation online,

however, is dependent on a number of observable factors such as, the social context that it is

used, and the source utilized to refute a claim. This study will be done on data pertaining to

Australian social media. To achieve this, we address a number of research questions:

2.1.1 Question 1

Is there a way to extract and classify fact checks from an existing dataset of tweets, based

upon their usage of a URL?
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2.1.2 Question 2

Can we create a method to measure the quality of URLs, specifically addressing the reliability

of their information?

2.1.3 Question 3

How can we determine if organic fact checking can have an effect on the overall speed and

spread of misinformation?



CHAPTER 3

Methodology

3.1 Data

3.1.1 Initial Dataset Description

The Twitter dataset was collected by my supervisor Marian-Andrei Rizoiu and one his students

Quyu Kong, for a paper classifying the opinions of online discussions [12]. It was collected

from Twitter, Facebook, and YouTube, using a series of keywords of discussions about the

Australian Bushfires 2019-20 and COVID-19 Pandemic in 2020. These 2 topics formed

separate datasets that were identical in structure. The former dataset was collected from

December 2019 – February 2020, and the latter was collected from March - May 2020.

We limited our usage of the data to only the entries sourced from Twitter, as it was determined

to be too complicated as each platform facilitated different types of user interaction, and it

would have required an extensive amount of work to facilitate a meaningful comparison across

the platforms. Thus we ignored the Facebook and YouTube elements. Through analysis of

the dataset, [12] produced an additional set of labels classifying the opinions of each tweet

present in the dataset. This was treated as a supplementary dataset, that we utilized throughout

the pre-processing stages. Note: Our data was collected on Twitters v1 API.

Dataset Number of Tweets Unique users

Bushfire: 1,864,011 119,490

COVID-19 5,038,308 254,865

8



3.1 DATA 9

Dataset Classified Tweets Unique opinions

Opinion: 2,934,934 55

FIGURE 3.1: The size of our dataset

FIGURE 3.2: The distribution of opinions [12]

3.1.2 Initial Pre-processing

Both the COVID-19 and Bushfire datasets come in the form of a RDS file containing the

entire JSON data for each individual tweet, and the Opinions come in a CSV. The 3 datasets

were linked together, to filter complete Tweets by opinion. Additionally, this is where the

Facebook and YouTube elements were filtered out.

The Opinion dataset contains duplicates of some tweets, as the classifier can assign multiple

opinions to the same tweet. To deal with this I filtered tweets by their unique ID.
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3.2 Problem 1: Identification of Tweets involved in Fact

Checking

3.2.1 Aims and Objectives Problem 1:

• To structure the raw tweets in our dataset, such that we can identify when a fact

check occurs

• To somehow make a classification based upon the content of the tweet

3.2.1.1 Evaluation Criteria:

Our dataset was not collected specifically for this project, and as our definition for fact

checking requires the inclusion of a URL, this could lead to fewer fact checks being present

for analysis. However this method does have some positives, as we are seeking more to

understand the practise of fact checking, along with its frequency and effectiveness. This

is due to our dataset containing tweets that have been classified as part of broad range of

topics and opinions that are controversial, which should ensure some proportion of both

dis/misinformation tweets, and fact checking tweets; as opposed to prior research, which

constructed their datasets by specifically collecting tweets that would include specific URLs

from a fact checking organisation [37]. We believed this method would not allow us to gauge

a measure of the frequency of fact checking in controversial discussions, and close the door

for investigating quasi-fact checks, such as a URL that is considered highly reliable, but may

not be part of international fact checking organisation lists. It may be useful to understand

these types of fact checks, as we have seen that these official fact checkers simply do not have

the numbers, reach, time or ability to meet all disinformation on twitter. Hence, this project

would need to extract as much information from our dataset, as possible, in order to fulfill

our wishes for an investigation into more organically occurring fact checks. This is why we

consider information completeness as our primary metric for success. To achieve this, we

would need to design a creative, yet effective solution to identify the process of fact checking,

which would open the door for investigation into our remaining research questions.
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3.2.2 Methodology Problem: Classifying URLs

Our initial sourcelist for identifying a fact check was based upon the work of [37], where

they created a list of certified fact checking organisations, and identified their presence in

Tweet cascades. These websites were "snopes.com", "firstdraftnews.org", "politifact.com",

"factcheck.org", "truthorfiction.com", "hoax-slayer.com" and "urbanlegends.about.com".

We decided to append 2 further organisations onto this; abc.net.au/news/factcheck" and

"poynter.org/media-news/fact-checking", thus creating our initial URL sourcelist.

3.2.2.1 Pre-Processing:

Due to the diversity of URLs, and many instances of domain shorteners, we were required

to pre-process the URLs before any analysis could be performed. We utilised the R library

"urltools" to further process the URLs down into domains, so that they could be more easily

investigated. Our method for processing the URLs was as follows:

1. Grab the entire URL entity which is stored as an R list.

2. Unwind the extended_url sub-entity. This entity included the full version of any URL,

mitigating many automatic shorteners.

3. Filter out "twitter.com/i/web/status", "twitter.com", "mobile.twitter.com". As we are only

wishing to investigate external URLs, and wish to reduce confusion with irrelevant internal

links.

4. The ’domain’ function from urltools was applied to the unwound_url, providing us with

the domain name of the website called.

5. Remove the "www." so it would conform with our sourcelist.

6. The tweets were run against our sourcelist and any matches detected are pulled out for

investigation.

This reduced the size of each of our datasets from:

Bushfire: 1,864,011 to 105,611 individual tweets.

COVID-19: 5,038,308 to 261,964 individual tweets.
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3.2.2.2 Initial Data Exploration

We performed an initial exploration into the data looking for instances of URLs from our

fact checking sourcelist taken from [37], and modified further. This was conducted on the

COVID-19 dataset, which is the larger of our 2 sets. Furthermore we limited our investigation

to a subset of tweets containing the 4 most popular labeled opinions ["Mainstream media

cannot be trusted", "Covid-19 is a scam/plan of the elites", "Climate change crisis isn’t real",

"5G/smart tech is unsafe/a scam/a way of controlling people"], due to our belief that discus-

sion on more controversial topics and emerging topics would present more opportunities for

fact checking to occur.

Prior to URL processing this subset numbered 77,762 tweets. After URL processing this

number decreased to only 4,354 tweets with URLs to external websites. Of these, only 6

tweets contained instances of fact checking URLs from our sourcelist. Below is the text and

accompanying URLs for each of the 6 Tweets, with any user mentions censored:

1. TEXT: https://t.co/kRHAlqvT7m has always has been a great source for fact

checking most of the crap you find on the inter. . . anonymised

Expanded URL: https://www.snopes.com/

2. TEXT: Was Charles Lieber Arrested for Connections to Coronavirus, Wuhan Lab? #coron-

avirus yeah yeah nothing to see here! https://t.co/FqAhlIwsDs

Expanded URL: https://www.snopes.com/fact-check/charles-lieber-arrested-coronavirus/

3. TEXT: @– @– @– Context is important there - https://t.co/zPP5jo07Br He

likened it to their. . . anonymised

Expanded URL: https://www.snopes.com/fact-check/trump-coronavirus-rally-remark/

https://t.co/kRHAlqvT7m
anonymised
https://www.snopes.com/
https://t.co/FqAhlIwsDs
https://www.snopes.com/fact-check/charles-lieber-arrested-coronavirus/
https://t.co/zPP5jo07Br
anonymised
https://www.snopes.com/fact-check/trump-coronavirus-rally-remark/
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4. TEXT: Coronavirus Stimulus Payment Phishing Scam Email - Hoax-Slayer https:

//t.co/cdJwF1cVfq #phishing #cornoravirus anonymised

Expanded URL: https://www.hoax-slayer.net/coronavirus-stimulus-payment-phishing-scam-email/

5. TEXT: @– @– Why do you believe everything on the internet? https://t.co/

bIlfv9UrZm

Expanded URL: https://factcheck.afp.com/police-dismiss-false-claim-australian-factory-hoarded-covid-19-supplies-export-china

6. TEXT: ’STANFORD HOSPITAL ADVICE’ IS FAKE... Viral Social Media Posts Offer

False Coronavirus Tips https://t.co/V1CgDA4gOJ via @factcheckdotorg

Expanded URL: https://www.factcheck.org/2020/03/viral-social-media-posts-offer-false-coronavirus-tips/

?utm_source=twitter&utm_medium=social&utm_campaign=social-pug

Only 0.1378% of URLs contained links to our fact checking sourcelist, a disappointingly

low number of detection’s. We believed that part of the reason for this was that our initial

sourcelist was comprised of mostly international fact checking organisations, and may be less

popular in Australia. Further analysis of the URLs comprising this subset revealed a number

of interesting features, below are the 10 most frequently linked domains:

youtube.com 624

theguardian.com 245

N/A 120

change.org 117

abc.net.au 114

nytimes.com 91

worldometers.info 70

smh.com.au 57

news.com.au 55

ozfeed.com.au 39

https://t.co/cdJwF1cVfq
https://t.co/cdJwF1cVfq
anonymised
https://www.hoax-slayer.net/coronavirus-stimulus-payment-phishing-scam-email/
https://t.co/bIlfv9UrZm
https://t.co/bIlfv9UrZm
https://factcheck.afp.com/police-dismiss-false-claim-australian-factory-hoarded-covid-19-supplies-export-china
https://t.co/V1CgDA4gOJ
https://www.factcheck.org/2020/03/viral-social-media-posts-offer-false-coronavirus-tips/?utm_source=twitter&utm_medium=social&utm_campaign=social-pug
https://www.factcheck.org/2020/03/viral-social-media-posts-offer-false-coronavirus-tips/?utm_source=twitter&utm_medium=social&utm_campaign=social-pug
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This allowed us to identify 3 substantial problems: 1.During the URL pre-processing, the do-

main shortners were invalidating a large number of URLs, meaning we would need to improve

our method. 2.The domain shortening was not allowing us to view sub-domains, which is

important for websites such as "abc.net.au", which has the primarily "/news" subdomain and

their "news/factcheck" subdomain which is of high interest to our project Meaning we would

need to further improve our URL handling. 3. Almost half of the most frequently detected

domains were different sources of news media, the above domains comprise 13.045% of the

subset of tweets with URLs. This opened the opportunity for further analysis of URL quality.

3.2.2.3 Methods

The poor rate of detection meant we would require an improved sourcelist. Such a sourcelist

would be required to feature more diverse URLs from numerous media organisations and

popular online domains, and provide a justified classification upon their adherence to fact

checking standards.

Surprisingly public lists of providing such classifications are somewhat limited. Through

some investigation, we found the Wikipedia perennial source list (see appendix). This list

contains recommendations for Wikipedia editors about the reliability of various online sources,

and their adherence to fact checking practices. Domains are given a recommendation, and

a justification. They are then assigned one of 5 classes [Generally Reliable, No Consensus,

Generally Unreliable, Blacklisted, or Depreciated]

The perennial list contains 354 recommendations on mainstream news outlets, known sources

of disinformation, popular culture websites, satire websites and forum type websites. This

amount of verity was particularly advantageous for our purposes, as we hypothesized that

users may use a variety of different sources to back up their fact checks, and these may not be

exclusively news sources.

We decided to supplemented Wikipedia’s list with a collection of 134 international fact

checking domains, certified by Poynter’s International Fact-Checking Network (IFCN). We
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decided to create a new class for these domains called [Debunking], which we defined as

only containing "Certified fact checking organisations". Our reasoning behind modifying the

Wikipedia list was that, the Perennial list included both fact checking and non-fact checking

sources in the same category of [Generally Reliable], yet we wished to make observations

specifically for fact checking domains, while not wishing to discount highly reliable, yet not

certified organisation.

Addressing our initial sourcelist, the domains "afp.com" (Agence France-Presse), "politi-

fact.com" and "snopes.com" appeared on both the Wikipedia (as [Generally reliable]), and

IFCN sourcelist; we removed the duplication and labeled them [Debunking]. The domains

"truthorfiction.com" and "hoax-slayer.com" did not appear in either the Perennial sourcelist or

fact checking sourcelist, but we labeled them as [Debunking] due to their utilisation in prior

research investigating fact checking [37].

Further modifications: Classified RMIT ABC Fact Check abc.net.au as [Generally_reliable]

due to issues capturing sub-domains.

This finished our sourcelist, with a total of 489 domains classified under 6 domain labels.

• Debunking Certified fact checking organisations.

• Generally Reliable in its areas of expertise: Editors show consensus that

the source is reliable in most cases on subject matters in its areas of expertise. The

source has a reputation for fact-checking, accuracy, and error-correction, often in the

form of a strong editorial team.

• No Consensus, unclear, or additional considerations apply: The source is marginally

reliable (i.e. neither generally reliable nor generally unreliable), and may be usable

depending on context. It may be necessary to evaluate each use of the source on

a case-by-case basis while accounting for specific factors unique to the source in

question.

• Generally Unreliable Editors show consensus that the source is question-

able in most cases. The source may lack an editorial team, have a poor reputation
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for fact-checking, fail to correct errors, be self-published, or present user-generated

content.

• Blacklisted Due to persistent abuse, usually in the form of external link spam-

ming, the source is on the spam blacklist or the Wikimedia global spam blacklist.

• Depreciated Deprecated: There is community consensus from a request for

comment to deprecate the source. The source is considered generally unreliable, and

use of the source is generally prohibited.

Debunking = 138

Generally Reliable = 119

No Consensus = 78

Generally Unreliable = 97

Blacklisted = 18

Depreciated = 29

For additional testing purposes, we introduced a simplified class system, binning our existing

classifications into 3 separate classes, 1.[Debunking] which contained exclusively fact check-

ing domains, 2.[Disinfo] (Disinformation) which contained domains from the Blacklisted

and Depreciated classes representing extremely low reliability websites. 3.[Other] which

contained domains from ’Generally Reliable’, ’No Consensus’ and ’Generally Unreliable’

and represented domains who’s reliability is highly contextual, dependent on the contents

quality.

This necessitated modification to the final part of our URL pre-processing. The final classifi-

cation stage now performed as such:

6. The tweets were run against each sourcelist [Debunking], [Disinfo], [Other] and are

assigned a class respective to the sourcelist they are detected in. If they are not detected in

the sourcelists at all, they are assigned to the ’other’ class, indicating their absence from our

sourcelist of reliable websites.
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3.2.3 Methodology Problem: Investigating tweet types

3.2.3.1 Method

We had previously determined that the inclusion of a URL within a Tweet would be a good

indicator as to whether it was a fact check, because a requirement of a fact check is the

inclusion of an external source. Thus we would need to filter the dataset by Tweets that

contained URLs. However this method involved some complexity due to the way in which

Twitter stores entities for the 4 different Tweet types. When a Twitter user wishes to have an

interaction on the platform, they can create their own unique Tweet (1), they can augment

these posts with Hashtags(#) which Twitter considers as categories. Users can also Reply

(2) to a tweet. The reply will appear in respect to the original tweet, under separate reply

section. Replies can also be nested, as in; an original tweet can have replies A,B&C for which

B can have its own replies X&Y, replies X&Y will appear in respect to a nested version of

the original tweet and reply B. Users can also perform an action called a Retweet (3), which

"reposts" the original tweet and shows the information of the user who chose to retweet it,

but this does not allow for any more interaction. Another option is called a Quote Tweet (4)

which does the same as a retweet, but allows the user to add some text.

Twitter stores all tweet types in effectively the same JSON structure. Each tweet contains

the content of the tweet and data about the user including; unique IDs, their screen-name,

the date, how many times it was retweeted, quoted, liked, favorited, etc. It also contains the

object called "entities" which includes and hashtags, user mentions, etc, but crucially for us,

an array storing any information relating to the presence of URLs. Furthermore, some tweet

types contain entire copies of tweets they are responding to, which in turn have entities.

To ease the understanding of our intentions for pairing a tweet and its response, we created a

naming scheme. As each tweet X collected within the data (regardless of type), is nested in

such a way that tweet X appears first, and the tweet it is responding to is contained within, we

came up with the descriptor "bottom-level" for tweet X, and "top-level" referring to any

tweet contained within tweet X. This makes sense when thinking about how a tweet contained

within any given tweet X, is the original post, hence when viewing on the website, the original
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post is always at the top, above the response.

FIGURE 3.3: Visualisation of naming scheme in the user interface

Twitter includes markers to differentiate the Type any given tweet: If the tweet is a Reply,

the field in_reply_to_status_id_str will contain the id_str of the tweet it is

replying to. If the tweet is a Retweet, the field retweeted_status will contain a copy

of the top level tweet. The text will also start with "RT @" and the twitter username of the

original post will be after the "@". If the tweet is a Quote, the field is_quote_status

is set to true, and quoted_status will contain a copy of the top level tweet. Addi-

tionally, if a user is to Retweet a Quote, the tweet will follow the same structure as if it

were a Retweet, but inside retweeted_status the subsequent top level tweet will fol-

low the same structure as if it were a Quote. Twitter describes this case as a "Quoted Retweet".

Hence we were required to build different methods to pull the tweet entities for each tweet

type, and for their corresponding top level tweets. This led to us grouping tweets by the type

of tweet, [Retweets, Replies and Quotes (including Quoted Retweets)]. This is because we

could pair a tweet along with what it was replying/in reply to; and allow us to observe the
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FIGURE 3.4: Visualisation of naming scheme in the tweet object

interaction based on the URL type. We also determined 2 further conditions:

1. As fact checking necessitates a reply with some form of text, we are primarily interested in

’Replies’, ’Quotes’ and ’Quoted Retweets’, as there is a guaranteed text interaction between 2

users. The types ’Tweet’ or ’Retweet’ will be temporarily ignored.

2. We determined that the fact check would require at least 1 URL. Instances where both

tweets contain fact checks are preferable.
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The resulting list allowed us to observe pairs of tweets that contained URLs, thus completing

our first aim our allowing us to structure tweets in such a way that we can observe a fact

check.

We encountered a quirk of Twitters v1 API, in that unlike all the other tweet types that have a

text interaction between a post and a response, Replies do not contain a full copy of its respec-

tive top level tweet, meaning we had to figure out a way to find the matching original post.

The Reply field in_reply_to_status_id_str acts as a pointer to the id_str of the

tweet it is replying too, meaning we had to separately filter all instances of tweets that were

of type Reply, extract their pointer, and search through the dataset to find a a corresponding

id_str. During the data collection process, the tweets to which Replies were responding to,

were not intentionally collected, meaning the Replies in our dataset were not guaranteed to

have a corresponding top-level tweet, and the Reply, Quote and Retweet count values were

not accurately store. After accounting for this in the filtering, out of the initial 22,278 replies,

we only had 4,586 matching pairs, further filtered down to 784 matching pairs with URLs.

This was an unfortunate loss of data. Furthermore, these processes were very computationally

intensive, and the process of discovering the precise way to handle all the different tweet

types slowed our progress greatly. To ease the strain on our computers, we trimmed the JSON

files for our tweets such that only necessary data relating to the URL, usernames, text,

id_str and same data respective to the responding tweet were retained.

3.2.4 Results: Fact Check Identification

COVID Total Number

Classified Bottom: 5,967

Classified Top: 255,997
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Type Number Set

Quotes: 5829 top and bottom

Replies: 138 top and bottom

Retweets 230,702 top

BUSHFIRE Total Number

Classified Bottom: 2,327

Classified Top 103,284

Type Number Set

Quotes: 2296 top and bottom

Replies: 31 top and bottom

Retweets 91,360 top

Classified Top contains: Quotes, Replies, Retweets

Classified Bottom contains: Replies, Quotes

Our method for fact check identification massively reduced the overall size of our dataset.

This was somewhat expected, as the dataset was not primarily collected with the intention

of this analysis. However the number of replies was much lower than expected. This was a

consequence of the data collection process. We next wanted to investigate the differences in

virility of disinformation and debunking tweets. Due to the limited amount of classification

with matching tweets, this analysis was only conducted on the COVID dataset, due to it being

larger and having more concrete classifications

The previously discussed investigation into the instances of top level Disinfo/Debunking to a

classified response tweet hasn’t shown favourable results:

41 total instances within the dataset. But of these, only a total of 12 were usable. 28 were

from the Reply dataset, and due to the nature of having to collect them, only one of these did

not have N/A values for its reply/quote counts.

13 usable results. one instance was debunking to other, ten were disinformation to other,
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and two were disinformation to disinformation Furthermore, none of these had any response

counts available due to the aforementioned quirks of the reply data type.

Class Top Class Bottom Number of Replies:

other disinfo 15

other debunk 9

Class Top Class Bottom Number of Quotes:

other disinfo 5

other debunk 3

We also computed the Empirical cumulative distribution for any instance of a tweet with a

URL. This distribution will show us the probability that a tweet from types Reply, Quote or

Retweet; belonging to class Debunk, Disinfo, Other; having x number of interactions. These

interactions consist of pulling the quotes, replies and retweets counts for the classified tweets

from both datasets, and plotting the results.

(See Figures for ECDF Plots)

The graphs generally depict debunking tweets as having a lower probability of gaining a large

reaction/interaction from other twitter users. This was even more noticeable in regards to

top level tweets, which consistently saw a much higher rate of retweets, replies, and quotes

for URLs classified as disinformation, even eclipsing that of the class ’other’ in the case of

COVID top level quote counts. This finding is consistent with other studies that have shown

Disinformation tweets to have a greater tendency towards becoming viral, than debunking/fact

checking tweets [37]. It appeared that debunking URLs in bottom level posts did gain more

reactions.

The preceding analysis has shown that this method can identify fact checks, but is reliant on

the extensiveness of the URL sourcelist. Furthermore, we have seen that the conclusions of

prior research regrading how disinformation is more viral than facts, hold true in our dataset.

We were also able to observe the possible indications of fact checking behaviour gaining a

significant response rate in bottom URLs, but these instances were quite limited.
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This avenue of investigation left us at something of a dead-end due to the low amount of

available classification and difficulty analysing co-occurrences on mass. We believed that we

would need to further extract some meaningful measure with the existing URLs. This led us

to suppose: Is there a more robust way in which the quality of the URL can be determined,

and a method in which source alignment could be calculated?
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3.3 Problem 2: Information quality

Our assumption was that, a twitter user performing their own fact check is not required

to adhere to a strict set of fact checking criteria, and hence may be more flexible in their

choice of URL for the fact check. Naturally some users may cite more reliable sources, and

others, blatantly unreliable sources. Furthermore, if there was some way of detecting URLs

that are identified as frequent spreaders of mis/disinformation, we could investigate how

often they are fact checked. Hence, we decided to explore the idea of a class based URL

classification system. As in: classifying the reliability of URLs and their adherence to fact

checking standards, to better improve our fact checking detection.

3.3.1 Aims and Objectives Problem 2:

Our analysis had unearthed that the sourcelist we currently used was too restrictive to meet

our criteria shift from ’the inclusion of official fact checking websites’ to "the classification to

URL reliability". Hence, we would need to:

• Create a method to measure the quality of URLs, specifically addressing the reliabil-

ity of their information

– This should be inclusive of the same types of URLs as our prior analysis, but

also cover social media links.

• To identify co-occurrences of different classes of classified tweets (i.e. disinforma-

tion/debunking)

• Understanding the different interactions of sources(URLs) on Twitter

• Understanding veracity and source alignment

3.3.2 Methodology Problem: Class Creation

After the prior analysis, we determined that using the combination of Wikipedia’s Perennial

Source classifications and our additional class, were not producing satisfactory classifications.

We believe this is due to the slightly different aims of the two source-lists and we decided to
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optimise our sourcelist to allow us to more efficiently examine the differences in-between

Disinformation and Debunking. Our primary issue was, although we had identified and

filtered the data into 3 distinct classes:

• 1 Debunking (fact checking organisations)

• 2 Disinformation (Known organisations that consistently spread dis/mis-information)

• 3 Disputable reliability (Domains who’s content was either inconsistent in its relia-

bility, or not relevant in the context of fact checking)

• 3.1 This also included credible information from reliable sources, that were not fact

checks

The vast majority (e.g. our COVID dataset, 95.1% for Top and 94.4% for Bottom) of our

data was in the third class. This greatly diminished our ability to analyse features of fact

checking in more detail. Furthermore, our prior methods of extracting URLs appearing in our

sourcelists, and visually analysing their alignment was inefficient. Hence, we decided that a

measure of URL alignment by calculating the source veracity and measuring their agreement

was a more suitable solution.

We sourced a paper from one of our research colleagues that detailed the process of measuring

the influence of social media users, along with checking the veracity/reliability scores of

URLS they post. This paper used a relatively similar method to ours, in that they used a URL

sourcelist, to rate the URLs appearing in tweets. They used 2 sourcelists to achieve this, firstly

the CoAID dataset which contains a list of specific URLs to social media posts, spreading

disinformation, and secondly, a High Quality Health Sources (HQHL) that contain links to

National Public Health Institutions, Prominent Health Institutions, University Websites and

Medical Journals.

They also had a similar target dataset; one focusing on COVID-19 related tweets collected

during August 2020, and another containing tweets relating to discussion around the Australian

bushfires collected from November 2019-January 2020. The similarities in method and

dataset encouraged us to utilise the methods that my colleague demonstrated in order to fix

our information quality classification problem.
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Their method for calculating veracity scores for domains was very similar to our method

involving the perennial sourcelist, in that they checked if a specific URL is present within the

CoAID dataset, and assign it the respective classification; if it is not present, then the domain

is checked against the HQHS list. If neither of those steps result in a classification, then the

URL is assigned ’N/A’. The veracity scores are between (1, -1) with measure of 1 indicating

a ground truth of "fully reliable" URL, and -1 indicating a domain that is "fully unreliable

and spreads misinformation". It also included domain level identification for a number of

consistently reliable sources; which were put into the HQHL sourcelist, and were assigned a

Veracity score of 1.

3.3.3 Pre-Processing

We supplemented the HQHL with our list of Fact checking domains, and specified further 4

classes to represent the different levels of reliability in domains that would not be depicted in

their URL dataset. The veracity scores were assigned with guidance from my supervisors:

Classification Veracity Class Veracity Score

Debunking HQSH 1

Generally Reliable GRSL 0.75

No Consensus NCSL 0.25

Generally Unreliable URSL -0.25

Blacklisted, Depreciated DSL -1

(Note: the veracity class names are abbreviations of the classification, followed by an abbrevi-

ation of ’sourcelist’ as ’SL’)

Due to the papers heavy focus on COVID-19 related information, we decided to perform our

testing only utilizing our COVID dataset. However it required substantial pre-processing to

conform to the codes calculations. We were required to obtain the "user id str" (renamed to

author), which is a much more stable data type than "screen name" (what we were utilising

at the time). This itself required us to re-run the entirety of the pre-processing outlined in
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problem 1, which was time consuming. We found that unwound url was the only way to

process past the numerous URL shorteners.

Our classified sets thus contained:

’id_str’, ’text’, ’quote_count’, ’reply_count’,

’retweet_count’, ’class’, ’type’, ’author_id’, ’author_name’,

’unwound_url’, ’point_to_id’, ’expanded_url’

3.3.4 Methodology Problem: Validation

We also wished to validate the efficacy of using the perennial source list to measure reliability.

This would require a comparison with an external sourcelist dealing with URL reliability, and

ensuring that the classifications of domains made by said external sourcelist aligns to our

hybrid sourcelist.

Through a comparison, there were only minor differences noted between the Wikipedia

perennial sourcelist+Fact checking list, and the CoAID dataset. These differences were also

of a fairly insignificant nature, as they only dealt with the classes of Generally reliable, No

Consensus and Generally unreliable.

Overall we believe this substantially validated belief that the Wikipedia Perennial Sourcelist

made classifications that were reasonable, and applicable to discerning the quality of a URL.

• CoAID 205 Domains

• Wikipedia 354 domains

There are 37 shared domains, and only 6 misalignment’s.
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Domain CoAID Classification Wikipedia Classification

Mother Jones FAKE Generally_reliable

Business Insider FAKE No_consensus

The Hill FAKE Generally_reliable

The Atlantic FAKE Generally_reliable

Newsweek FAKE Generally_reliable

Medium REAL Generally_unreliable

3.3.5 Results: Information quality

We ran tests to compare the differences in overall classification between our method, and the

veracity method. This was run on the classified top and bottom COVID datasets. These each

had a size of: Bottom: 6,171, Top: 258,193. The inputting datasets contained (uid user_id_str,

cid ’content id’ id_str of the tweet, and url).

Below are the outputs of this computation:

• Bottom debunk had 62: Veracity was (1)

• Bottom disinfo had 78: Veracity was (-1)

• Bottom unreliable had 6,031 (before removing N/a)

Bottom unreliable veracity spread

Veracity score Number of instances

-1 80

-0.25 836

0 1

0.25 100

0.75 942

1 413
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3,655 N/a values removed

59.2286501% of URL’s unclassified for Bottom dataset

• Top debunk had 3,654: Veracity was (1)

• Top disinfo had 9110: Veracity was (-1)

• Top unreliable had 245,779 (before removing N/a)

Top unreliable veracity spread:

Veracity score Number of instances

-1 4571

-0.5 6

-0.333 21

-0.25 15,819

0 740

0.25 7,588

0.75 101,863

1 4,206

110,993 N/a values removed

42.9883847% of URL’s unclassified for Top dataset

Some interesting points of that I noticed while investigating the top classifications, was that

approximately 60% of the URLs in the veracity of -0.25 were youtube.com. Overall the

substantial number of classification made aside from -1 and 1 was promising as it allowed us

to gauge a more diverse range of information quality. The rating 1.0, picked up a substantial

number of health related links, this was very desirable as particularly in the context of the

COVID dataset, many of these links were not included in our initial sourcelist, thus greatly

increasing the overall number of classifications.
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The rating of 0.75 absolutely dominated the classifications. This was due to us assigning

media organisations to this rating. We noted that out of these, there were 22,769 instances of

abc.com.au URLs, however there were, zero links to the RMIT fact check subdomain. We

also noted that due to the Wikipedia Perrienal classificatins, dailymail.co.uk and thesun.co.uk

made up more than 80% of the classified links. Although for Wikipedia’s context, they

provide a reasonable justification for considering the Daily Mail as disinformation, in our

context these links should be reassigned a much lower veracity score.

It was not possible to test linked data together, as the joining system only allowed via the

’uid’, which is only unique for each user, and not for each piece of content as ’cid’ would.

These are showing the distributions of veracity scores from the COVID TOP DATASET

FIGURE 3.5: Histogram of veracity scores for COVID top dataset

Overall, improvements such a utilising the unwound URL element improved our classification

rates. However, the approach of using veracity scores to measure the ‘reliability’ of URL’s

has been problematic due to the difficulty of classifying the sources of URLs, such as the

high proportion of ’thesun’ and ’dailymail’ links. Furthermore, there is still issue of missing

sources, particularly towards the Australian context, (9 News, 7 News, News.com.au, etc)

Assessing the reliability of these sources is out of our scope, and their absence from the

sourcelists means they are ’useless’ to us.



3.3 PROBLEM 2: INFORMATION QUALITY 31

FIGURE 3.6: Histogram of misinformation scores for COVID top dataset



CHAPTER 4

Conclusions

4.1 Implications

The primary contribution of this paper is the new method of classifying URLs. Our method

for re-purposing an existing dataset, and applying innovative and creative techniques such as

combining veracity measures with existing URL sourcelists allowed us to make classifications

out of our limited dataset. Our methods of detecting disinformation tweet spread after URL

classification, was supported by findings from other research; and our finding that bottom

level debunking has a greater response rate than other classification shows that organic fact

checking can be effective.

Due to time constraints, our project had to end before we achieved all of our plans, however

we still provide a number of paths to follow up our investigation, and maximise the potential

of this methodological approach.

4.2 Limitations

Throughout this project, I greatly struggled with my personal skill level. I had to learn R on

the go, and this was my first time dealing with such large datasets. This meant that many of

the methods I developed for dealing with the data were inefficient, and I had to constantly

re-design and re-develop my processes. A specific example was my trouble with extracting

the sub domains (i.e Fox News as opposed to Fox opinion pieces; and RMIT fact check)

limiting the overall accuracy of these results.
32
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4.2.0.1 Dataset Limitations:

The dataset not being tailored specifically for this project meant fact checks were few and

far between, but overall it meant there was a lack of opportunities for analysis, and we spent

much of our time trying to come up with creative solutions to squeeze the most out of the

data we had.

4.2.0.2 Sourcelist/URL limitations:

One of the most frustrating limitations, was our ability to classify URL reliability. This is a

very complicated issue as there were lots of edge cases, such as links to user driven content

hubs such as YouTube/Facebook/Reddit, and there is a massive disparity between reliability

of content on these sites. Without investigating each link, and finding a method to classify the

reliability of each channel/user on those platforms, which would require a substantially large

project, the reliability of those domains had to be classified as ’questionable reliability’.

4.2.0.3 Computational power problems:

The process of filtering through the dataset was very computationally intensive. Although

access to the UTS iHPC computing network was provided by my supervisors; the trial-and-

error nature of our investigation into the dataset necessitated the re-designing of our filtration

processes, and re-running of our datasets. At times this would bottleneck our progress. A

specific example would be having to perform separate flirtations for each tweet type, which

was an issue that we encountered mid-way through problem. This process took an immense

amount of time. Furthermore, in my efforts to try and reduce the size of data the computer

had to process, I trimmed the initial tweet data such that only a few necessary JSON fields

were included, which we discovered would be required again in the later stages of Problem 2,

requiring the data to be re-run and processed again.



34 4 CONCLUSIONS

4.2.0.4 Limitations of exclusively analysing URLs:

Theoretically instances of ’not good’ fact checks may not include URLs, also there could be

cases where the checker makes their claim, and substantiates it later, however these were not

included due to the difficulty of doing so.

Also we missed instances of someone making a claim in text, and getting respond to by

someone with a URL. Our analysis only picked up instances of URL to URL discussions.

4.3 Future outlook

As this project came to close, there remained a number of unfinished avenues of investigation,

that may have enhanced this methodological approach of URL based fact checking analysis.

These plans include:

• Performing an investigation focusing on users -> Investigating official media ac-

counts and seeing if there is a difference in reaction/outreach

• Fully implementing the plans we had for measuring veracity

• Including image elements, and treating them as URLs

4.3.0.1 Measuring pairs of veracity scores

We created a detailed plan to implement a veracity and agreement measure, but were unable to

fully implement due to time constraints. Instead we kept with the default veracity classification

method outlined by the paper.

Our initial plans for the implementation of a veracity score was based upon this formula:

ν̃ =
(ν1 + ν2)

2

This will average the veracity of URl from the top tweet, and that of the bottom tweet.
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The results should appear as such: representing (fake,true)

νϵ(−1, 1)

Formula for measuring Agreement: representing disagreement, agreement

a1 = 1− 1

2
|ν1 − ν2|ϵ(0, 1)

This process worked by getting the absolute value of the difference between the veracity of

each URL, and using the average to tell the direction (true vs false) To optimise the usage

of this method, the measuring the both the veracity and agreement of pairs of URLs would

allow identification from similarly aligned, to almost polar opposite instances of fact checking

sources, deepening our understandings of what works for different types of sources

4.3.0.2 User properties of fact checking interactions

We initially wanted to investigate the specific differences of organic user created fact checking

interactions, and fact checking interactions originating from official accounts. We compiled

a list of twitter account names of prominent media organisations, including: “9NewsSyd",

"9NewsAUS", "7NewsAustralia", "PerthMediaNews", "BBCNewsAus", "GuardianAus",

"cnnbrk", "CNN", "nytimes", "BBCBreaking", "BBCWorld", "TheEconomist", "washington-

post", "TIME", "ABC", "ndtv", "AP", "HuffPost", "guardian", "BreakingNews", "SkyNews",

"AJEnglish", "FT", "SkyNewsBreak", "politico", "CNBC", "FRANCE24", "guardiannews",

"Independent", "BBCAfrica", "Newsweek", "Telegraph”.

We intended to measure the differences between the spread (number of retweet, quote and

reply counts) of fact checks originating from these accounts, and those of unclassified (or

organic users) user accounts. We did not have the time do perform this analysis, however, we

did run some investigations into the proportion of tweets originating from these accounts in

our dataset, and the results are as follows:
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TABLE 4.1: COVID Dataset

Level Organic Fact Checks Official Fact Checks
Top: 255,364 633
Bottom 5809 65

TABLE 4.2: BUSHFIRE DATASET

Level Organic Fact Checks Official Fact Checks
Top: 102,559 725
Bottom 2289 12

COVID Dataset

633 instances of top level posting from fact checkers this is 0.2472685227%

255,364 ‘organic’

65 instance of bottom level posting from fact checkers this is 1.1065713313%

5809 ‘organic’

BUSHFIRE Dataset

725 instances of top level posting from fact checkers this is 0.7019480268%

102,559 ‘organic’

12 instance of bottom level posting from fact checkers this is 0.5215123859%

2289 ‘organic’

4.3.0.3 Other sources of information

The role of additional media objects in Tweets such as images was suggested by my supervi-

sors as a way to utilise more of our dataset, as the spreading of misinformation on Twitter is

frequently done through images.

The presence of a media element in the top level tweet was to be treated as a substitute for a

URL. Analysis of the images content was not necessary, although could provide greater levels

of context.
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Figures

Due to the difference in storage for top-level and bottom-level tweets, separate graphs were

produced for each tweet type, and count type.

Note: These represent Top level tweets (Original tweets) and Bottom level tweets (responding

tweets) that only contain URLs

FIGURE 5.1: ECDF Plot of Bushfire Bottom-Level Quote Counts

FIGURE 5.2: ECDF Plot of Bushfire Bottom-Level Reply Counts

37
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FIGURE 5.3: ECDF Plot of Bushfire Top-Level Quote Counts

FIGURE 5.4: ECDF Plot of Bushfire Top-Level Reply Counts

FIGURE 5.5: ECDF Plot of Bushfire Top-Level Retweet Counts

FIGURE 5.6: ECDF Plot of COVID Top-Level Quote Counts
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FIGURE 5.7: ECDF Plot of COVID Top-Level Reply Counts

FIGURE 5.8: ECDF Plot of COVID Top-Level Retweet Counts

FIGURE 5.9: ECDF Plot of COVID Bottom-Level Quote Counts

FIGURE 5.10: ECDF Plot of COVID Bottom-Level Reply Counts
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FIGURE 5.11: ECDF Plot of COVID Bottom-Level Retweet Counts
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