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Abstract

Recently, social media has been blamed for the increasingly polarised nature of polit-
ical discourse in our society. The ability to measure and combat political polarisation
on social media is of significant importance if we wish to prevent polarisation from
degrading the functioning of democracy and social cohesion. Stance detection pro-
vides a viable solution for addressing this problem, however so far no research has
tested this technique on highly structured online discussions such as those found on
the Reddit social media platform.

In this thesis, we propose a pipeline for annotating Reddit submissions for stance
via crowdsourced workers from Amazon Mechanical Turk (MTurk). We conduct ex-
periments to determine the optimum approach and parameters for conducting stance
labelling with MTurk and produce a dataset of 5895 labelled r/Brexit submissions.
We analyse the dynamics around r/Brexit discussions relating user activity to the
occurrence of political events. We evaluate various novel strategies for improving
BERT model performance on stance detection. Finally, we implement a state of the
art stance detection model for Reddit user stance towards Brexit that achieves an F1
Score of 0.5547 compared to 0.3203 obtained by our previous baseline model.
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Chapter 1

Introduction

The last decade has seen a meteoric rise in the popularity of social media as the
world’s preferred method of communication. Social media has made it easier than
ever before for individuals to interact with each other and discover information pro-
vided by the wide user base of these platforms. At any given point in time, users are
able to participate in countless discussions online through these platforms pertain-
ing to a wide variety of topics ranging from the inconsequential to the controversial.
Politics in particular, is a topic that is often the subject of fierce debate online and has
consequently seen significant interest from researchers wanting to understand how
social media influences the broader political landscape and democracy at large. Early
pundits considered the open exchange of ideas on the internet as potentially yield-
ing a more diverse and improved forum for political deliberation. Conversely, others
have argued for the reverse effect as users may engage in homophily, which is the
tendency for individuals to associate with similar individuals reducing the quality of
political deliberation [Wojcieszak and Mutz, 2009].

More recently, it seems online political discourse has taken a turn for the worst.
Try recall the last time you saw members from opposing sides of the political spec-
trum agree upon the same issue. Many would find this an increasingly rare occur-
rence in recent years. Social media has been blamed as the main culprit behind the
rise in political polarisation within our society [Conover et al., 2011]. Although such
platforms have been instrumental in connecting the world, the ubiquity and accessi-
bility of social media has provided an alluring place for individuals to voice extreme
and controversial views which may influence would-be moderates to more polarised
viewpoints [Turner and Smaldino, 2018]. Social media has also been blamed for fos-
tering "echo chambers" situations where users seek out other similar users to form
closed groups in which beliefs are circulated and reinforced leading to polarisation
[Bruns, 2017]. Additionally, the algorithms behind social media platforms have also
been accused of exacerbating polarisation by producing "filter bubbles" the state of
intellectual isolation that occurs from personalized search and information filtering
preventing users from seeing alternate viewpoints [Bozdag, 2013].
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2 Introduction

1.1 Motivation

Political polarisation occurs when subsets of a population adopt increasingly dissim-
ilar attitudes and positions towards political parties, policies and ideologies [Heltzel
and Laurin, 2020]. To a degree, political partisanship is a necessary aspect of a
well functioning democracy as it motivates individuals to participate in politics, en-
gage in political debate and encourages diversity in policy alternatives [McCoy et al.,
2018]. However severe polarisation may have far reaching negative consequences for
democracy and society at large [Finkel et al., 2020].

With severe polarisation, groups increasingly antagonize and oppose each other,
rendering productive debate and forming consensus on mutually beneficial policy
impossible. At it’s worst, polarised groups begin to view each other as existential
threats and enemies to be fought and vanquished. This threatens to reduce social
cohesion and generate turmoil and violence amongst the populace. In a highly po-
larized society, politicians are incentivised to adopt belligerent and anti-democratic
tactics to rile their supporters which further exacerbates the deterioration of democ-
racy and social cohesion. One only has to take a brief look at recent United States
history to see stark examples of the potentially disastrous effects of political po-
larisation. From the rise of Donald Trump and the highly polarized nature of his
election, to recent political unrest unfolding in the United States which saw liberals
and conservatives battling each other on the street, to the ongoing debate around the
COVID-19 vaccine and it’s dangerous public health implications. It is without doubt
that the world is awash with polarization and it’s consequences.

As social media grows and the threat from online political polarisation continues
to rise, researchers are increasingly looking for solutions to solve or mitigate these
problems. Prior studies have found use in stance detection for combating the algo-
rithmic issues of political polarisation on social media [AlDayel and Magdy, 2021].
By automatically knowing the stance of a user it is possible for algorithms to modify
what kind of content they present to the user to avoid the polarising effects of fil-
ter bubbles, echo chambers and homophily. Stance detection can also provide many
useful applications for studies analyzing public opinion. This might be applied in
measuring the level of political polarisation within an individual or community or
studying user pathways towards polarisation and the impacts of related phenomena
in social media platforms. Successful applications of stance detection could see a re-
duction in political polarization online which could improve social cohesion, online
political discourse and the effectiveness of democratic processes.

1.2 Research Questions and Contributions

So far most of the research conducted on stance detection and social media political
polarization has been done within the context of the United States and the Twitter
platform [AlDayel and Magdy, 2021]. Crucially, these studies have yet to capture
the dynamics of stance and polarisation as they occur in more structured online dis-
cussion formats. To address this gap in knowledge, we focus this work on building
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stance detection for the online discussions around the highly polarised Brexit debate.
We address several open research questions which have yet to be answered in the

literature. The first question concerns gathering ground truth stance data on Brexit
discussions which is a prerequisite for training supervised machine learning models
required to achieve state of the art performance in stance detection. Therefore, we ask
how can we empirically quantify the stance of users around Brexit discussions? To
address this we gather discussion data from Reddit, a structured discussion based
social media platform and propose a pipeline for annotating Reddit data via the
Amazon Mechanical Turk crowdsourcing platform. We empirically determine op-
timal annotation pipeline parameters and experiment with different approaches for
selecting workers to produce high quality labelled data. With this pipeline we obtain
5895 labelled texts for training our models.

Exploring the data we collect on Brexit Reddit discussions could yield valuable
insights into the dynamics around online Brexit discussions and help inform the
construction of stance detection models. Therefore in our second question we ask
what were the dynamics around Brexit discussions and how did they relate to
major real world events?. To address this we conduct a longitudinal and event
based profiling of the data.

Finally, to address the main goal of this work, we ask the question how can
we build an accurate stance prediction around Brexit discussions?. To this end
we primarily leverage the BERT transformer based language model. We evaluate
several novel strategies for improving BERT stance detection performance, namely,
BERTweet, in-domain pre-training and multi-task fine-tuning with generated datasets.
We achieve an F1 score of 0.5547 with our best performing model compared to 0.3203
obtained by the baseline, a weakly supervised, Twitter transfer learning Naive Bayes
model.

In summary our main contributions will be:

• Pipeline for annotating r/Brexit submissions for stance via Amazon Mechanical
Turk

• Dataset of r/Brexit submissions labelled for stance.

• Analysis of the dynamics of Reddit discussions around Brexit.

• State of the art stance detection model for classifying stance towards Brexit in
online discussions.

1.3 Thesis Outline

In this thesis I will present my work over the course of six chapters. In Chapter 2, I
will cover the background and introduce the literature surrounding the state of the
art in stance detection. In Chapter 3, I will describe the process through which we
source a dataset and generate labels. In Chapter 4, I will describe the methodology
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we use to build a stance detection model. In Chapter 5, I will present the results of
our experiments in stance detection. Finally in Chapter 6 I will summarise the work
and discuss ways of extending the research.



Chapter 2

Background and Related Work

The following chapter introduces the literature and background knowledge required
to understand our approach and methodology. In section 2.1 we will summarise
the state of the art in stance detection. In section 2.2 we will discuss prior work
done around information diffusion in online communities which this research in part
builds off. In section 2.3 we will summarise the literature on the BERT transformer
model. Finally in section 2.4 we will provide some background knowledge about
Reddit and discuss related literature.

2.1 Stance Detection

Stance detection on social media is concerned with the automatic classification of an
individual’s stance towards a subject through information related to their posts and
online activity [Küçük and Can, 2020]. Stance detection is often defined in different
ways depending on the context and application at hand. We define stance as the
overt expression of the speaker’s thoughts, attitude and judgement towards a given
proposition.

Most early approaches to stance detection relied solely on content features with
traditional machine learning algorithms to model stance. These features infer stance
by identifying similar vocabulary and linguistic features amongst individuals of a
certain stance. SemEval 2016 Task 6A utilized a SVM classifier trained on character
and word N-grams to produce a baseline model which achieved an average F1 score
of 68.98, outperforming all submissions, including more sophisticated deep learning
approaches [Mohammad et al., 2016]. More recently, researchers have begun to uti-
lize network features in conjunction with content features to train stance detection
models. Motivated by homophily, this approach aims to capture similarities in user
behaviours such as likes, retweets, follows etc. to infer stance. Aldayel and Magdy
[2019] produce a model for SemEval 2016 Task 6A using an SVM model trained us-
ing character and word N-grams along with features which model user interactions,
preferences and connections over twitter, achieving an average F1 score of 72.49.

Although deep learning approaches initially failed to provide a performance
boost over traditional machine learning models, the emergence of transformer based
models has led to large performance improvements across many NLP problems, in-
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6 Background and Related Work

cluding stance detection. Ghosh et al. [2019] fine tune a pretrained BERT model
with raw Tweet text label pairs, achieving an average F1 score of 0.751. BERT not
only achieves state of the art performance with no additional task specific training or
tweaking, but is likely to generalize well across stance detection tasks where platform
specific network features are not always be available. Hence we aim to use BERT in
building our stance detection model.

2.2 Prior Work

The model we aim to implement was largely motivated by, and in part builds off
of research conducted earlier by Mardale [2019] exploring information diffusion in
online communities. This work primarily aims to understand how information expo-
sure in online social networks effects people’s opinions towards contentious issues.
This is investigated through analyzing discussions occurring on the r/Brexit subred-
dit between November 2015 and April 2019 and developing a model for predicting
the future stance of Reddit users towards Brexit.

This model uses the stance of the user at the current time and features related
to user activity and the structure of diffusions the user participates in to predict
the user’s future stance. However as the author does not possess the necessary
ground truth labels for Reddit user stance towards Brexit, they instead rely on a
weakly supervised transfer learning approach using a Naive Bayes classifier trained
on Twitter data to obtain their stance labels for Reddit. The Twitter training data
is labelled for pro and anti Brexit stance based on the presence of certain hashtags
chosen by the author to denote pro or anti stance positions. These model limitations
cast significant doubt on the accuracy of any stance labels derived from this method.
In section 5.1, we find that this approach yields an F1 Score of 0.3303, performing
worse than random chance. We seek to address this with implementing a more
robust model in our research.

2.3 Bidirectional Encoder Representations from Transformers
(BERT)

Bidirectional Encoder Representations from Transformers, otherwise known as BERT
is a new language representation model which produces state of the art performance
on a wide variety of NLP tasks [Devlin et al., 2018]. BERT uses transformer archi-
tecture which utilizes the attention mechanism, a technique for dynamically weight-
ing the importance of each element of an input sequence depending on the context
[Vaswani et al., 2017]. This approach allows for modelling of global dependencies
between input and output irrespective of distance between input elements. Unlike
prior deep learning approaches which handle sequential data in order, transformers
possess the context for any position in the input sequence, hence they are not limited
to reading text in one direction and draw a greater understanding from input. This
also has the added benefit of allowing significantly more parallelization.
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With these capabilities afforded by the transformer architecture, BERT is pre-
trained with two unsupervised machine learning tasks, Masked Language Modelling
(MLM) and Next Sentence Prediction (NSP). Pre-training is conducted on BookCor-
pus (800M words) and text passages from English Wikipedia (2.5B words) enabling
the model to learn universal language representations.

Masked Language Modelling involves feeding the model input sequences with
a portion of words randomly masked and training the model to predict the original
value of the masked words based on the context available. This enables the model to
learn bidirectionally and capture the meaning of words as they appear in different
contexts as opposed to traditional word embedding approaches which assign fixed
values to the meaning of words.

In Next Sentence Prediction, the model is fed labelled sentence pairs and tasked
with predicting whether the second sentence follows the first sentence in the orig-
inal document. During training, the labelled sentence pairs are generated from a
corpus with half of the pairs containing adjacent sentences and half containing ran-
dom sentences. This training is done so that the model has an understanding of
the relationship between sentences which cannot be directly captured by MLM. This
capability is an important part of many NLP tasks such as Question Answering and
Natural Language Inference.

Applying BERT to downstream tasks is a straightforward process which involves
initialising the BERT model with the pre-trained parametesr, plugging in task specific
inputs and outputs into the model and fine-tuning all parameters end to end. In the
case of text classification tasks like stance detection, the final hidden state of the
classification token [CLS] which is at the start of every sequence is used to represent
the sequence. Then a classification head is added to the BERT model to predict the
class labels.

2.4 Reddit

Reddit is a relatively new social media platform that has seen significant growth
in recent years, with over 18% of US adults having reported using the site in 2021
Auxier and Anderson [2021]. However so far there have been few studies on stance
detection conducted in relation to Reddit which we aim to address with this research.

Reddit is unique amongst the mainstream social media platforms as it is de-
signed for facilitating discussions in a highly structured manner as opposed to Twit-
ter or Facebook which are designed more for broadcasting information and social
networking. In addition Reddit users are almost always anonymous and there is
no method for verifying one’s identity on the platform unlike Twitter or Facebook.
Reddit groups discussions around subreddits, forums where users are encouraged
to post and comment about a specific topic or community. Subreddits are denoted
with the prefix r/, followed by a user defined name e.g. the Brexit subreddit is de-
noted r/Brexit. A new discussion thread begins with a user submitting a post which
typically contains a question, announcement, news or link to some media etc. to the
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First level 
comment

Second level 
comment

Post 
(thread 
root)

“Is there a pro-brexit 
subreddit?”

“r/insane…” “r/tories” “maybe…”

“Holy mother 
of gods…”

Figure 2.1: a) Post taken from the r/Brexit subreddit showing structure and features.
b) Diagram illustrating tree structure of Reddit post shown on the left.

Subreddit. Other users are then able to comment replies to the post. Each comment
within a thread can also have it’s own comments, thus the discussion plays out in
a tree like structure with the tree root at the post, as is shown in Figure 2.1. User’s
are also able to anonymously upvote or downvote comments or posts which enables
a form of community self regulation. Popular submissions tend to be shown with
higher priority to user’s whereas negatively scored submissions are buried.

The result of these unique characteristics is that user’s tend to have more agency
for choosing the type of content they view by participating in particular subreddits.
In doing this users may engage in homophily and form echo chambers within these
subreddits. This may explain the commonly observed phenomenom where different
Subreddits tend to have either a left or right leaning political bias [Soliman et al.,
2019]. These characteristics may also have an effect on how user’s express their
stance towards contentious issues and how stance may be identified which we intend
to investigate in this work.

Mishra et al. [2018]; Rizoiu and Xie [2017]; Kong et al. [2018]; Dawson et al. [2019];
Wu et al. [2019]; Zhang et al. [2020]; Rizoiu et al. [2016]; Rizoiu and Velcin [2011];
Unwin et al. [2021]; Mihaita et al. [2019c]; Kong et al. [2020]; Mihaita et al. [2019b];
Wu et al. [2020]

[Mihaita et al., 2019a; Wen et al., 2018; Mihăiţă et al., 2017; Monticolo and Mihăiţă,
2014; Mihaita et al., 2020, 2018; Mihăită and Mocanu, 2011; Mao et al., 2019; Shafiei
et al., 2022; Issa et al., 2014; Shafiei et al., 2020; Mihăiţă et al., 2014]



Chapter 3

Annotating Brexit Stance

In this chapter we detail the approach we use for gathering labelled data for Reddit
user stance towards Brexit. In section 3.1 we introduce the Reddit dataset and provide
a longitudinal analysis of the data. In section 3.2 we give some background on
crowdsourcing with Amazon Mechanical Turk. In section 3.3 we outline the design
of our stance annotation task. In section 3.4 we describe how we ensure annotation
quality and present our experiments for determining the optimal pipeline parameters
and approach for selecting MTurk workers. Finally in section 3.5 we analyse the
results of our stance annotation task.

3.1 Reddit Dataset

As there is no publicly available dataset for Reddit Brexit discussions, we gather our
own dataset. We source Brexit discussion data from the r/Brexit subreddit which
is the most popular Brexit related subreddit on the Reddit platform. We extend
the r/Brexit dataset collected by Mardale [2019] by collecting additional r/Brexit
submissions from May 2019 up to the end of February 2021. This data is collected
from the Reddit Pushshift API using a simple Python webcrawler script [/r/datasets
mod team, 2019]. The Reddit Pushshift API was created to provide enhanced search
and access functionality for Reddit data. In addition the API acts as an archive for
Reddit submissions enabling us to view submissions which have been deleted by
moderators or the author, hence it is the preferred method for accessing Reddit data.

In total, our dataset spans from November 2015 to February 2021 and accounts
for 815938 comments and 56017 posts, totalling 871955 submissions. In Figure 3.1
we present a time distribution of Reddit posts and comments in our dataset. From
this figure we observe that the post and comment activity increases significantly af-
ter 2019 and remains quite high compared to prior years. This is possibly explained
by increased growth of the Reddit platform in recent years and increased attention
towards the Brexit debate. We also note significant activity surges in 29/03/2019,
09/09/2019 and 31/12/2020 which coincide with the occurrence of high profile
events during the Brexit saga. This suggests that Reddit discussion activity around
Brexit is highly volatile and dependent on the occurrence of events to drive discus-
sion.

9
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3.2 Crowdsourcing

State of the art supervised machine learning models such as BERT require large
quantities of labelled data to be trained effectively, however collecting this data has
traditionally been expensive and time consuming. In recent years, crowdsourcing
has become a popular option for researchers to gather large quantities of data due
to it’s low cost, high speed, flexibility, ease of use and diverse available worker pool
[Callison-Burch and Dredze, 2010]. Crowdsourcing is particularly well suited for
gathering labelled data as these tasks tend to be very simple, requiring little to no
prior training or knowledge to execute. Therefore we employ the Amazon Mechan-
ical Turk (MTurk) crowdsourcing platform to gather ground truth stance labels for
our r/Brexit data [Amazon Mechanical Turk].

The MTurk platform enables requesters to submit human intelligence tasks, oth-
erwise known as HITs to the global available work pool. Requesters first specify their
task and task parameters which include, number of unique annotations per HIT, pay-
ment for each HIT and optional qualifications which allow requesters to restrict the
workers who can execute the task based on chosen conditions. Simple HITs can be
created using presets and widgets provided by MTurk with more complex HITs cre-
ated using bespoke HTML and Javascript. Requesters then submit batches to their
task, which include the data required for each HIT. Crowdsourced workers, referred
to on the platform as Turkers are then able to browse available HITs and choose
which HITs they would like to complete. After HITs are completed requesters may
approve or reject the completed tasks they have received, determining whether the
worker is paid or not. Requesters can specify HITs, submit task batches and handle
data programmatically using the MTurk API.

Despite the many benefits of using crowdsourcing for data annotation, there are
significant limitations associated with this approach. Crowdsourced workers are
non-professional and thus may not always competently fulfil requests. As hourly
pay is determined by how fast workers can complete HITs, there is a strong incentive
for workers to cut corners and rush work which may reduce data quality. Anonymity
of workers on the platform also means they cannot be held accountable should they
fraudulently complete HITs. In addition, the authenticity of workers cannot be veri-
fied easily. This has led to concerns over the prevalence of bots or bad actors within
the MTurk worker pool and the potential negative impacts they might have on stud-
ies using the service [Chmielewski and Kucker, 2020]. Therefore it is critical that we
design our annotation task to mitigate these limitations to ensure that our labels are
of high quality and funds are used effectively.

3.3 Annotation Task Design

First we define the classes in our stance detection task. Following the approach taken
by Mohammad et al. [2016] we opt for classifying stance into three classes, namely,
pro-Brexit, anti-Brexit or neither. As we intend to use crowd workers to gather stance
labels, it is important that our stance classification task is formulated in a way which
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is easy for annotators to approach and hence we do not include a neutral stance or
additional degrees of pro-Brexit or anti-Brexit. Prior empirical studies have found
that annotating for neutral stance is often quite difficult to achieve. In polarized
settings it is expected that neutral users will only make up a small portion of the
population, such users do not tend to be explicit about their neutral position and the
absence of favor or against signals cannot be used to infer neutrality either.

We design a simple questionnaire style MTurk interface which contains 5 ques-
tions per HIT for workers to annotate Reddit texts. The interface is implemented
using HTML and Javascript and is partially shown in Figure 3.2. Additional detailed
instructions (not shown) are provided to workers including directions for annotat-
ing stance and definitions for pro-Brexit, anti-Brexit and neither stances. We design
our task so that unbroken portions of discussion threads are shown to workers for
annotation. This enables workers to simultaneously use reply context to help infer
the stance of submissions and determine the stance of adjacent submissions in the
thread. To construct the data for each HIT, we randomly sample comments and posts
from the dataset, then using the parent of each comment, we build sets of 2, 3, 4 and
5 length discussion threads. We arrange these different length threads along with
singular posts into a CSV file with 5 Reddit submissions per row. We then submit
this file to MTurk for annotation by workers.

Indented text replies to text 
above.

Separate text item

References negative opinion on 
brexit => Anti-Brexit

Criticizes the EU => Pro-Brexit

Mocks pro-Brexit user => Anti-Brexit

Sarcastically agrees with above 
comment in mocking 2nd pro-Brexit 
comment  => Anti-Brexit

 The effect of Brexit on Japan is 
unlikely to factor in a UK citizens 
support or opposition to Brexit => 
Neither

Example reasoning given for determining 
stance of text items (You do not need to 
provide this).

Figure 3.2: Instructions shown to workers in Amazon Mechanical Turk depicting an
example HIT with tips for how the worker should interpret the interface and solve
the task. Note the arrows and text boxes do not appear in the actual questionnaire.

To ensure the quality of our annotations, each HIT is annotated by 8 unique
workers [Mohammad et al., 2016; Snow et al., 2008]. We measure the quality of an-
notations by computing the inter-annotator agreement (IAA) which is the proportion
of annotations that agree with the majority stance label. Annotations which did not
have an IAA >= 0.6 (i.e. atleast 5 out of 8 annotators agreeing on the majority la-
bel) were dropped from the final dataset. Reported IAA values are computed after
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dropping unless specified otherwise.
To determine an appropriate payment for workers, we manually conduct annota-

tion on a sample of Reddit comments and measure the average time taken to annotate
5 texts (i.e. a single HIT) to be 45 seconds. We extrapolate from the US federal min-
imum wage of $7.25 per hour to come up with a reward of $0.10 per HIT which
equates to a rate of approximately $8 per hour. MTurk charges a flat 20% fee on top
of rewards given to workers, therefore with 8 annotators we have a net cost of $0.96
per labelled text. To ensure we are in good standing with the MTurk community and
our payment is consistent with what workers think is fair, we monitor Turkopticon
and Turkerview throughout the annotation process [tur; TurkerView, 2021]. These
online platforms enable workers to post anonymous reviews about requesters and
the HITs they encounter to help other workers avoid working with unscrupulous re-
questers, identify worthwhile HITs and provide feedback to requesters. We received
several reviews on Turkerview and find that our payment is consistent with what
workers think is fair.

We set the HIT expiry to 7 days after posting and initially set the HIT completion
time limit to 2 minutes. Later on we received feedback from a worker who asked for
more time to complete our HITs so we increase the time limit to 10 minutes. Prior
studies suggest that a dataset of approximately 4000 text instances is sufficient for
training and evaluating classifiers for stance detection tasks [AlDayel and Magdy,
2021]. Therefore we aim to collect an initial dataset of 4000 text instances at a mini-
mum and add more annotations as needed during the model training process.

3.4 Annotation Parameter and Context Tuning

Reddit comments 
& submissions

Reddit pushshift API 
webcrawler

MTurk API Labelled Data

Quality 
metricsUpdate MTurk 

parameters

Figure 3.3: Data pipeline for producing Brexit stance labels.

Before going into full scale production, we first submit a series of small batches
for annotation, each containing 200 text instances and different task parameters. We
evaluate the IAA of these batches to identify optimal task parameters for our final
setup. During this process, our initial starting point and adjustments we make to the
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task parameters were informed by literature around best practices in MTurk [Ahler
et al., 2019; Amazon Web Services, 2021]. Our general data pipeline is shown in
Figure 3.3.
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Figure 3.4: MTurk parameter tuning: each bar group represents a set of batches
showing the effect on IAA of adjusting a particular parameter alone in MTurk

Table 3.1 shows the different parameters we experimented with and the associ-
ated IAA metrics for each preliminary batch. Figure 3.4 shows a grouped bar chart
comparing the mean IAA for different options we experimented with and the per-
formance of the best parameter set. First we experimented with showing usernames
and scores associated with each Reddit submission. This is motivated by prior re-
search which suggests that additional context can improve annotation quality or may
hinder it if the context signals outweigh other signals [Joseph et al., 2017]. However
this adjustment only resulted in a very minor increase in IAA from 0.7141 to 0.7161.
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We saw a significant increase in IAA when restricting workers to US, UK, AU or
CA locations from 0.7161 to 0.7416 with minimal effect on batch turnaround time.
When limiting workers to UK locations we saw an even greater increase in IAA up
to 0.8417. This is fairly intuitive given the subject of our annotation is Brexit. Workers
living in the UK are likely to be more familiar with the jargon and terms used in the
Brexit debate and would have an easier time inferring stance. However, this batch
was only partially complete after 7 days and thus was unfeasible for use in future
batches. Experimenting with increasing approval rate (AR) from 96% to 98% and
minimum HITs completed (MHC) from 100 to 1000, we saw a significant increase in
IAA from 0.7161 to 0.7481 with an increase in batch turnaround time from <1 day to
4 days.

After conducting these experiments we found showing usernames and scores,
Restricting workers to US, UK, AU or CA locations, 98% AR and 1000 MHC to be
the optimal parameter setup for our annotation task. These parameters yielded an
IAA of 0.7975 which is close to our desired IAA baseline established by Mohammad
et al. [2016] of 0.8185 and a turnaround time of approximately 4 days.

3.4.1 Qualification Testing

In addition to these task adjustments, we experimented with employing a Qualifi-
cation Test to screen workers for competency in annotating r/Brexit texts for stance
[Callison-Burch and Dredze, 2010]. The test is unpaid and consisted of a question-
naire with 10 handpicked r/Brexit texts which are annotated for stance similar to the
format in Figure 3.2. Workers receive 10 points for each right answer and those who
achieve a score above a threshold are granted permission to complete the HITs.

In batch 8 we employ the Qualification Test, qualifying workers who score at
least 8/10 correct, have 97% AR and 500 MHC, however we received no annotations
after the HIT expired. In batch 9 we loosen AR to 96% and MHC to 100 to provide a
larger worker pool for our HIT, however we only receive 20 complete annotations out
of 1600 at HIT expiry. Further analysis of testing results showed that in batch 9, 47
workers completed the Qualification Test, 11 workers scored >= 80 and 31 workers
scored >= 60.

Demonstrably, such an approach is ineffective for generating sufficient worker
volume for our HITs to be completed on time. There are several reasons for why this
might be the case. When the worker submits the qualification test they are re-directed
back to the main dashboard. The worker is thus required to search for the HIT
again which may not be visible on the dashboard anymore. If the test is set to auto-
grade and auto-grant the qualification, there is a delay of several minutes, so even
after completing the test workers cannot immediately access the HIT. These reasons
may contribute to workers loosing interest in completing our HIT after successfully
clearing the Qualification Test. We also potentially miss a large portion of competent
workers who choose to filter out HITs which they are not qualified for or ignore
Qualification Test HITs. Although these issues could be mitigated by paying workers
to complete a Qualification Test via a HIT, we did not deem this an efficient use of
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funds.

3.4.2 Suspicious Worker Behaviour

Despite employing optimal parameters, our first production batch of 1000 instances
(batch 10) yielded an IAA of 0.746, significantly below the expected IAA of 0.798.
The next production batch (batch 11) fared even worse with an IAA of 0.710. We
manually inspected the annotations in these batches and found a pattern of suspi-
cious behaviour exhibited by certain workers suggesting the presence of bots or bad
actors. The data we collected up to this point suggested the majority of stances to be
neither with a small number of anti-Brexit stances and even fewer pro-Brexit stances
expressed. However these workers produced annotations which were either random
or contrary to proportion of each stance we expect to find in their annotations.

To quantify this, for each worker we compute the Majority Agreement Proportion
(MAP), which is the proportion of a workers annotations which are in agreement
with the majority label. In batch 10 and 11 we find several prolific workers with an
abnormally low MAP below 0.25 and add these workers to a list of workers banned
from completing any of our HITs. We then remove annotations produced by these
workers from batch 10 and 11 and recompute IAA, yielding IAA scores of 0.866 and
0.908 respectively. To avoid further incidents of bots or bad actors, we scan all our
existing annotations to create a white list of workers who have annotated at least
20 instances with a MAP > 0.5. In batch 12 we limit HIT eligibility to workers in
this white list and we achieve an IAA of 0.840 with a turnaround time of approxi-
mately 3 days using this approach. Therefore, we continue with the production of
the remaining Brexit annotations using this white list approach.

Although 98% AR with 1000 MHC in conjunction with location filtering seems
like a fairly strict criteria for quality, in practice many requesters are reluctant to
reject HITs potentially allowing bad actors to slip through. This occurs even if the
HITs are obviously fraudulent for fear of reprisal on review sites which could damage
a requester’s reputation and cause them to be blacklisted by the MTurk community.
As shown in our annotation results, the prevalence of bad workers may already by
widespread. Existing worker quality controls using qualifications are insufficient
to screen out bad workers, necessitating the use of manual vetting of workers to
produce high quality stance annotations.

3.5 Stance Annotation Analysis

In total we annotate 7543 texts and produce a final dataset of 5895 labelled texts with
an IAA of 0.804. In the final dataset 295 instances are labelled pro-Brexit, 4521 in-
stances are labelled neither and 1079 instances are labelled anti-Brexit. This suggests
that the r/Brexit subreddit is a left leaning community. Neither instances account for
over 76% of the dataset which is considerably higher than the proportion of neither
instances found in the SemEval 2016 Task 6A twitter political stance dataset [Moham-
mad et al., 2016]. This suggests that Reddit users are less likely to overtly express
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their stance towards topics when engaging in discussions compared to their Twitter
counterparts.

Class IAA before dropping IAA after dropping

Pro-Brexit 0.6228 0.7197
Neither 0.7585 0.8244

Anti-Brexit 0.6937 0.7417

Table 3.2: Mean inter annotator agreement between classes

Table 3.2 shows the mean inter annotator agreement between classes. Here we
observe that annotators tend to have the most agreement when annotating neither
instances and the least agreement when annotating Pro-Brexit instances. This phe-
nomenon is most pronounced before dropping instances. It is possible that pro-Brexit
texts exhibit language which workers are less familiar with, making these texts in-
herently more difficult to annotate. Conversely, the language of neither texts may
contain less group specific jargon making them easier for workers to annotate. Ad-
ditionally, if we treat HITs as a kind of training for detecting Brexit stance, workers
may be less trained for the stances that they least encounter, resulting in more errors
and lower IAA for infrequent stances.



Chapter 4

Stance Detection Methodology

Although BERT models achieve state of the art performance in many NLP tasks,
current methods for fine-tuning BERT models are still quite unsophisticated. There
is little research on enhancing BERT fine-tuning methods to improve performance
on downstream tasks. In this chapter we introduce our methodology for fine-tuning
BERT and discuss three strategies for improving BERT performance, namely, BERTweet,
in-domain fine-tuning and multi-task fine-tuning. Our general framework for en-
hancing BERT performance is shown in Figure 4.1. We also discuss a method for
improving overall stance detection performance through data augmentation.

BERT

Further In-domain 
Pre-training

Main Task 
Fine-tuning

Multi-Task 
Fine-tuning

Generated 
Dataset

GPT

Figure 4.1: Framework for enhancing BERT performance which shows three methods
for training BERT on a downstream task.
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4.1 BERT fine-tuning

To perform our experiments, we utilise the Huggingface Transformers python library
and Pytorch to implement our BERT models [Wolf et al., 2020; Paszke et al., 2019].
We use the default BERT-base model architecture which has 12 layers in the encoder
stack, 12 attention heads and a hidden layer size of 768. Our minimum sequence
length is 512 tokens and a softmax multi-class classification head is used to predict
the stances. BERT fine-tuning is performed using 2 NVIDIA Quadro RTX 6000 GPUs.

We fine-tune BERT using a randomized hyperparameter tuning setup for 60 iter-
ations with a train test split of 70%/15%/15% forming the training, validation and
test sets respectively Gallicchio et al. [2017]. During each hyperparameter tuning
iteration, hyperparameters are randomly chosen from a predefined search space and
a BERT model is trained. During each epoch of training, the model is evaluated
with the validation set and the best performing model is saved. The iteration which
produces the model with the best validation score determines the optimal hyperpa-
rameters and is used for final test evaluation. The hyperparameter search space is
shown in Table 4.1.

Hyperparameter Search Space

Number of Epochs {3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15}
Batch Size {16, 17, 18, 19, 20, 21, 22, 23, 24}

Learning Rate (0.00001, 0.00006)

Table 4.1: Hyperparameter search space used in BERT model training. Curly brackets
denote a discrete set of values and round brackets denote a continuous value range.

We experimented with using learning rate scheduler with warmup and linear
decay in a 1:10 ratio of warm up steps to training steps however this failed to increase
performance. We also dropped weight decay from our hyperparameter tuning setup
as early experiments with it showed that it did not improve model performance.

4.2 BERTweet

Language on social media is often quite different from the language encountered in
traditional corpora [Eisenstein, 2013]. Improper grammar, internet slang, abbrevia-
tions and spelling mistakes are all common occurrences on social media which are
absent from traditional corpora. This poses a challenge for applying models trained
on traditional corpora to social media text. In this work we experiment with two pre-
trained BERT model variants, the original BERT-base (uncased) model and BERTweet
(cased) developed by Nguyen et al. [2020].

BERTweet uses the same architecture as BERT-base, however it is pre-trained on
Twitter data using the RoBERTa pre-training procedure [Liu et al., 2019]. This Twitter
corpus is composed of 850M English Tweets which contain 845M Tweets sourced
from between January 2012 and August 2019 and 5M Tweets related to COVID19.
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Therefore, if the language of r/Brexit is more similar to Twitter language than that of
Wikipedia and BookCorpus, we expect BERTweet to outperform BERT-base on our
stance detection task.

4.3 In-domain Pre-training

As Nguyen et al. [2020] show in their BERTweet study, by aligning the pre-training
corpus to the target domain we can better adapt BERT to the target task, improving
performance. However, training BERT language models from scratch requires a mas-
sive amount of data and computational resources which most researchers either do
not have access to, or cannot justify for a single downstream task. A natural com-
promise is to further pre-train an already trained BERT model with additional data
from the task domain Sun et al. [2019].

To implement this strategy, we further pre-train BERT on the masked language
modelling task with our corpus of 871955 r/Brexit submissions. We refer to this
model as BERT-Reddit. To run the training process we utilize the MLM python script
provided by Huggingface. Training of BERT-Reddit was performed using 8 NVIDIA
V100 GPUs in a distributed fashion [National Computer Infrastructure, 2021]. The
time consuming and costly nature of MLM pre-training makes exhaustive hyperpa-
rameter tuning impractical, therefore we experiment with a small set of hyperparam-
eters which we optimise through trial and error. Pre-trained models are evaluated
based on their performance on the downstream stance detection task. Throughout
training we use a learning rate scheduler with warmup and linear decay in a 1:10
ratio of warmup steps to training steps. Eventually we settle on a batch size of 128,
learning rate of 5.0e-05 and 6 epochs of training as our best hyperparameters.

4.4 Multi-Task Fine-tuning

Multi-Task fine-tuning is a strategy proposed by Sun et al. [2019] which involves
exploiting the shared learning between different tasks in the same target domain
to improve performance on the main task. Although the authors find Multi-Task
fine-tuning to be less effective than in-domain pre-training we might be able to yield
some benefit from this approach if used in conjunction with other BERT enhancement
strategies.

4.4.1 Generating Text Similarity Datasets with DINO

To perform Multi-Task fine-tuning we first must have alternative tasks available to us
in the domain of Brexit discussions. However we do not have access to any alternative
Brexit discussion datasets that would provide us with different tasks to fine-tune on.
Therefore we implement a novel approach proposed by Schick and Schütze [2021]
for unsupervised fine-tuning of BERT models on semantic textual similarity (STS)
using generated datasets referred to as Datasets from Instructions (DINO).
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Task: Write two sentences that mean the same thing.
Sentence 1: "When he was elected mayor of London."
Sentence 2: "When he became mayor of London."

Task: Write two sentences that are on completely different topics.
Sentence 1: "When he was elected mayor of London."
Sentence 2: "He’s just looking in the mirror."

Figure 4.2: Example of intended sentence output from DINO, given a sentence input
and instruction. Similar and dissimilar sentences are labelled accordingly to form a

Dataset [Schick and Schütze, 2021].

This approach leverages pre-trained language models (PLM) to artificially gener-
ate datasets of labelled text pairs which are used for fine-tuning. To generate labelled
datasets, the PLM is fed instructions and a set of texts in the target domain. For each
input text an output text is generated based on the instruction. These texts pairs are
labelled according to their instruction to form a labelled dataset. An example of this
is illustrated in Figure 4.2.

We undertake Multi-Task fine-tuning of BERT using the STS task with a dataset
generated from DINO. We use the python implementation provided by Schick and
Schütze [2021] to conduct our DINO experiments. Our dataset is generated with our
r/Brexit text corpus and GPT2-XL. During training we found that the self-debiasing
part of the DINO training algorithm was bottle necking training speed. Therefore we
parallelise training by segmenting the input dataset into 12 parts and running DINO
with each segment on a separate GPU compute node (1 NVIDIA V100 GPU). We
give DINO instructions to generate similar text pairs labelled 1 and dissimilar text
pairs labelled 0 as shown in Figure 4.2. We generate 5 entries per input and label and
delete identical pairs. The default hyperparameters suggested by Schick and Schütze
[2021] are used. From this we generate a dataset of over 4M labelled text similarity
pairs.

4.4.2 Fine-tuning BERT on Classifying Text Similarity

We fine-tune BERT with the generated DINO dataset on text pair classification and
produce a model which we refer to as BERT-DINO. BERT-DINO is trained with 8
NVIDIA V100 GPUs in a distributed fashion. We set maximum sequence length to
128 tokens due to memory constraints. Batch size is set to 256, learning rate to 2e-05
and number of epochs to 3. We split the DINO dataset 95%/5% for training and
validation sets and achieve an accuracy of 0.80 on the validation set.
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4.5 Stance Dataset Augmentation

In addition to these model enhancement strategies we also experiment with aug-
menting the Brexit stance dataset to overcome any performance issues that may arise
from the class imbalance. We experiment with two augmentation strategies, over-
sampling and automatic text labelling. With oversampling, we randomly sample
instances from our minority classes to duplicate in the training set so that each class
is equally sized. However early experiments revealed this to be unsuccessful so we
did not continue with this approach.

In the second approach we apply heuristics to our r/Brexit dataset to automat-
ically generate weakly labelled data for our minority classes. During qualitative
analysis of Brexit Reddit discussions, certain keywords were found to be strongly
associated with either pro or anti Brexit speech. For example, "remoaner" was a com-
mon derogatory term used by pro-Brexit users to disparage others who were anti-
Brexit. We additionally found "remainiac" in use by pro-Brexit users and "Brexshit"
in use by anti-Brexit users. We use the presence of these terms to create weak labels
for pro and anti Brexit texts. We also identify users which have been annotated as
pro-Brexit and qualitatively analyse their other Reddit submissions to gauge their
true stance. Users which are found to be strongly pro-Brexit are marked and weak
pro-Brexit labels are produced for the rest of their submissions which have not yet
been annotated. With this approach we produce an additional 2145 pro-Brexit and
622 anti-Brexit weakly labelled texts.
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Chapter 5

Results

In this chapter, we present and discuss the results of our experiments. In section 5.1
we show how our models are evaluated. In section 5.2 we describe the experimental
setup of our baselines and compare the results with the results of our BERT models.
In section 5.3 we discuss the results of the various BERT Fine-tuning strategies out-
lined in chapter 4. In section 5.4 we conduct an external validation to evaluate our
data augmentation. Lastly, in section 5.5 we discuss issues related to the performance
of our models which have not yet been mentioned.

5.1 Evaluation

In multi-class classification, Macro F1 score is defined as the mean of each classes’ F1
score. To evaluate our models, we use Macro F1 score as the primary performance
metric and Accuracy as a secondary metric. Macro F1 score is chosen as our pri-
mary metric because our stance detection task is an imbalanced 3 class classification
problem. We compute F1 scores against two dummy classifiers, one which predicts
uniform random stances and one which predicts only the most frequent stance which
yield scores of 0.26 and 0.29 respectively. Therefore, we consider the random chance
baseline for this task to be an F1 score of 0.33 and an Accuracy of 0.33.

Note for the following model evaluations we use a subset of the full Brexit Stance
dataset with 5006 labelled texts as additional annotations were carried out after run-
ning the experiments.

5.2 Comparison of BERT with Baselines

To establish an initial baseline we evaluate the prior Naive Bayes Brexit stance clas-
sifier by Mardale [2019] with our newly acquired ground truth labels, yielding an F1
score of 0.32 which is worse than random chance. Given that the classifier is trained
on weakly labelled Tweets this is unsurprising. Twitter language around Brexit is
likely too dissimilar from Reddit Brexit discussions for this kind of transfer learning
framework to succeed. We propose new baseline classifiers constructed from tradi-
tional supervised machine learning approaches trained on our dataset. We employ

25
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Figure 5.1: Visual comparison of Accuracy and F1 Score results for trained classifiers.
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Classi�er Accuracy F1 Score

Naive Bayes 0.7772 0.3145
Naive Bayes Twitter 0.5451 0.3203
Gradient Boosting 0.7546 0.4168

BERT-DINO 0.7084 0.4600
Random Forest 0.7215 0.4849

XGBoost 0.7838 0.4867
SVM 0.7082 0.4924

BERTweet 0.7639 0.5033
BERT-base 0.7454 0.5502

BERT-Reddit 0.7825 0.5547

Table 5.1: Results for trained classifiers.

Naive Bayes, Random Forest, SVM, Gradient Boosting and XGBoost classifiers in our
baselines.

To train our baseline models we use TF-IDF features extracted from the stance
dataset after stemming and dropping stopwords. Similiar to the setup used for train-
ing BERT, we use a randomized hyperparameter tuning setup to evaluate our base-
line models and use the same train test split.

The results for our baseline models and BERT models are shown in Table 5.1 and
in Figure 5.1 for visual comparison. We see that SVM performs the best amongst
the baseline classifiers. This is consistent with prior literature where SVM tends to
be commonly used for stance detection. Naive Bayes performs the worst with an F1
Score of 0.3145 which does not exceed the random chance baseline. Our best BERT
model, BERT-Reddit achieves an F1 Score of 0.5547 which represents a moderate
improvement over our baseline models.

5.3 Comparison of BERT Fine-tuning Strategies

The results show that BERT-Reddit yields a small performance improvement over the
standard BERT implementation, whereas the BERTweet and BERT-DINO approaches
degrade performance compared to BERT-base. Although the performance increase of
BERT-Reddit compared to BERT-base is only slight, BERT-Reddit has a significantly
higher accuracy than BERT-base which substantiates BERT-Reddit as an improve-
ment over BERT-base. It is possible that the dataset we use of approximately 860000
texts for in-domain pre-training does not sufficiently adapt the model towards our
task and more training data is needed to achieve more significant performance gains.
Given the poor performance of BERTweet, there is evidence to suggest that the lan-
guage used on Reddit is more similar to the language of traditional corpora such as
Wikipedia and BookCorpus than to the language used on Twitter.

Somewhat surprisingly, the Multi-Task fine-tuning approach used in BERT-DINO
resulted in a significant decrease in performance below many of our baseline clas-
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sifiers. To investigate this issue, we analyzed some of the STS text pairs that were
generated through DINO and uncovered a strew of low quality and incorrectly la-
belled pairs. If the proportion of these text pairs was large enough, fine-tuning with
them could have caused the model to become significantly more biased. The dataset
used here is also extremely large at approximately 5 million text pairs.

As training PLM models with large datasets can be very time and resource in-
tensive we did not have the option to experiment with many different sets of hyper-
parameters and had to rely on mostly default settings. Lacking BERT performance
in either the in-domain pre-training or multi-task fine-tuning strategies could be ex-
plained by improper assignment of hyperparameters, which could be causing the
model to over fit, or insufficiently learn from the MLM or STS task, resulting in
poor performance on the stance detection task. This could also be the case with our
dataset generation in DINO if our the hyperparameters of our GPT2-XL model were
not configured properly.

5.4 External Validation
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Figure 5.2: Confusion matrices for external validation with augmented (left) and
unaugmented (right) models.

Training Data Accuracy F1 Score

Augmented 0.6164 0.5703
Unaugmented 0.7475 0.6691

Table 5.2: Results for external validation with augmented and unaugmented models.

To evaluate our data augmentation approach we employ an external validation
method, similar to the active learning strategy proposed by Kong et al. [2021]. This
involves training our model with the full dataset and selecting for 100 annotation
instances which our model is most confident in predicting for each class. These an-
notations then constitute a new dataset which is used to evaluate the model. We use
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this approach to test our BERT-Reddit trained with augmented and unaugmented
datasets. Results are shown in Figure 5.2 and Table 5.2. Comparing the confusion
matrices shown in Figure 5.2, we observe that the model fails to improve upon it’s
ability to predict the pro-Brexit, seemingly resorting to aggressively and somewhat
randomly predicting the pro-Brexit stance. This is despite significant dataset aug-
mentation with pro-Brexit labels. Table 5.2 shows that the unaugmented significantly
outperforms the augmented model in both F1 Score and Accuracy.

We qualitatively analysed the automatically labelled texts to investigate the per-
formance issues and noticed that several Reddit comments quoted pro-Brexit key-
words and sometimes entire sections from comments made by other users. This
poses an issue for our automatic stance labelling where anti-Brexit users may be
quoting pro-Brexit keywords leading to erroneous augmented labels. In addition,
the issue of users quoting other users poses a larger challenge for language models
which are not able to discriminate between what is quoted and what isn’t.

In this case, such a model would interpret the quote as part of the stance of the
whole text resulting in incorrect predictions. This is perhaps a unique aspect of Red-
dit as users writing on Facebook or Twitter do not tend to quote others and include
no special features for making quotations. Reddit in contrast, tends to facilitate much
longer, more substantive and thought out debate which may involve more quoting.
Reddit also includes features on their platform to make it very easy to quote others
and format quotations in a pretty way, encouraging users to quote things. Even if
it is not necessary, Reddit users may quote other comments simply to emphasise a
point or make a joke.

5.5 Performance Discussion

5.5.1 Difficulty in Classifying Pro-Brexit

Throughout the experiments it was observed that our models had significant diffi-
culty with predicting the pro-Brexit stance compared to the other stances. As pro-
Brexit constituted less than 6% of the final dataset there may not be enough training
instances for our models to get an accurate representation of pro-Brexit stance. If
we recall the stance detection results from Table 3.1, we observe that workers have
significantly more difficulty annotating for pro-Brexit stance compared to the others.
This characteristic of pro-Brexit texts may extend into the performance of our stance
detection models suggesting an inherent difficulty in classifying pro-Brexit stance.

5.5.2 BERT Instability

Another performance related issue we observed was high variance in evaluation
scores during the training of BERT models. This occurred even when BERT is trained
with the same hyperparameters and data and resulted in variations of around 0.05 F1
Score. The literature suggests that BERT fine-tuning is an unstable process [Mosbach
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et al., 2020]. Several reasons have been put forth for this issue, namely, catastrophic
forgetting, small size of the fine-tuning dataset, optimisation and generalization.

Catastrophic forgetting refers to the tendency for a neural network trained on
two different tasks sequentially to forget information learned during the first task
when training for the second task. Empirical studies have found this phenomena
highly correlated with failure to converge in fine-tuning BERT, however Mosbach
et al. [2020] contend that this is rather due to an optimization problem causing catas-
trophic failure.

Although multiple studies relate the stability of BERT to the size of the dataset,
experiments conducted by Mosbach et al. [2020] suggest that this is more so actually
due to the number of training iterations further blaming optimization for instability.
The authors show that failed fine-tuning runs suffer from vanishing gradients and
suggest bias correction or longer training with lower learning rates as solutions. The
authors attribute any remaining BERT instability to generalization and suggest that it
is even advantageous to train for even more iterations until loss reaches almost zero
to over come this issue.

This is consistent with observations made during randomized hyperparameter
tuning, which tended to yield low learning rates around 2.5e-5 and long training
periods of around 12 epochs compared to the hyperparameters set in the original
BERT paper. However this does not explain the remaining instability of the model.
It is possible that our method already achieves the highest possible convergence or
there may be other unknown reasons for the instability.
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Conclusion

In this thesis, we produce a labelled dataset and build a state of the art stance detec-
tion model for Brexit discussions on Reddit to help us better understand the nuances
of stance detection on online social media platforms and illuminate the way towards
a less polarised society.

We find that a large portion of workers on the MTurk platform do not produce
adequate quality annotations and inbuilt qualifications are insufficient for barring
low quality workers. This necessitates the use of manual quality vetting measures
for workers to achieve high quality labels. We find that it can be particularly difficult
for crowdsourced workers to annotate minority stances when dealing with polarised
subjects and that this difficulty also extends to machine learning models making
predictions on minority classes. Our results suggest in-domain fine-tuning as the
optimal strategy for improving BERT performance. However, despite state of the art
performance with BERT based models, we find that fine-tuning is often unstable and
hyperparameter tuning difficult when resources are limited.

In the following chapter we summarise the contributions made in this thesis and
outline directions for future research.

6.1 Summary

We present the following contributions:

• A pipeline for labelling r/Brexit discussions for stance using MTurk.

• An empirical evaluation of different approaches for selecting workers on MTurk
to produce the highest quality labelling.

• A dataset of 5895 labelled r/Brexit submissions.

• An analysis of the dynamics around r/Brexit discussions, where we relate the
shifts in user activity with political events occurring over the period.

• An evaluation of several novel strategies for improving BERT performance,
namely, BERTweet, in-domain pre-training and multi-task fine-tuning with DINO.
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• A state of the art stance detection model for Brexit discussions on Reddit
achieving a test F1 Score of 0.5547 and external validation F1 Score of 0.6691.

6.2 Future Work

There are several possible avenues for future research which we were not yet able to
investigate in this thesis. In the following section we will discuss these options.

6.2.1 Annotation Stance

In our research we found that IAA varies between stance classes. Further investigat-
ing the causes and solutions to this issue would be useful for improving the quality
of data annotation on crowdsourcing platforms. Additionally such research may give
us insights into what makes the expression of pro-Brexit stance unique. One possible
option could be to conduct content analysis on the labelled data to determine how
language and communication differs between the stances.

6.2.2 Stance Detection

We have yet to investigate the possibility of using Reddit network features to improve
stance detection performance. Although Reddit is somewhat limited in this respect, a
viable option may be to record the subreddits a user participates in to extract features
related to a user’s community network. We could also record which other users a
user replies to, enabling us to extract features related to a user’s interaction network.

6.2.3 Improving BERT

There is a significant amount of work that could be done to improve performance
of BERT on our stance detection task. Further experimentation and evaluation is
necessary to confirm the effectiveness of our in-domain pre-training approach. This
might involve extending the pre-training to cover a larger Brexit discussion corpus
by broadening the scope of subreddits to include subreddits such as r/ukpolitics,
r/LabourUK or r/tories etc. Additionally, we could also add NSP to our in-domain
pre-training to see if it helps improve performance.

Another research avenue we could pursue would be to pre-train a BERT model
from scratch using entirely Reddit data, analogous to the approach taken by BERTweet
with Twitter. Such a model would be a useful resource for fine-tuning BERT on any
downstream NLP tasks which involve more online discussion oriented language.
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